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This paper reports on the continuation of a study of the spectral properties of a Dirac operator. 
The analytical methods developed by Weyl and Titchmarsh for the analysis of the Sturm-Liouville 
equation are extended to the investigation of a system of two singular first-order differential equations. 
Expansions associated with the system are established and a convergence theorem is presented. 

1. INTRODUCTION 

THE analytical methods developed by H. Weyll 
and E. C. Titchmarsh2 for the solution of the 

Sturm-Liouville equation, 

x"(r) + [A - V(r)]x(r) = 0 (' == d/dr) (1) 

are powerful tools for the investigation of the singular 
cases of the second-order differential equations of 
mathematical physics. For example, since Eq. (1) 
corresponds to the radial wave equation of a non­
relativistic particle in a central field, the methods 
referred to may be advantageously applied to de­
termine the properties of the Schrodinger operator 
for singular potentials.3 

The relativistic counterpart of Eq. (1), i.e., the 
Dirac radial relativistic wave equation for a particle 
in a central field, takes the form of a system of two 

~ first-order differential equations: 

----

xj(r) - [ha(r) + b(r)]x2(r) = 0, 

x~'(r) + [Ac(r) + d(r)]xI(r) = o. 
(2) 

* Present address: Computer Applications, Inc., San 
Diego 10, California. 

I H. Weyl, Ann. Math. 68, 220 (1910). 
2 E. C. Titchmarsh, Eigenfunction Expansions (Clarendon 

Press, Oxford, England, 1946); Proc. Lond. Math. Soc. 
11, 159 (1961). 

3 K. Case, Phys. Rev. 80, 797 (1950). 

It is the purpose of this paper to generalize the 
methods of Weyl and Titchmarsh in order to in­
vestigate the expansions associated with this system 
of Eqs. (2). The present paper is a continuation of 
another paper by the authors on the spectrum of 
the Dirac radil)\l wave equations.' 

The arguments here are presented for the case 
of a semi-infinite interval (0, <Xl) where the point 
r = 0 is assumed to be a regular point and the system 
is only singular for r ~ <Xl. The coefficients a, b, 
c, d are assumed to be real-valued continuous func­
tions of r, and a(r) and b(r) are furthermore assumed 
to be positive on any finite interval. The boundary 
condition considered at r = 0 is given by 

k -1 (0) cos (3x I (0) + k(O) sin (3x2(0) = O. (3) 

where (3 is a real constant and where k(r) 
[a(r)/c(r)]i. 

2. PRELIMINARIES 

On the finite interval (0, rO), let vCr, A) = [VIer, A), 
v2(r, A)] and w(r, A) = [WIer, A), w2(r, A)] be two 
vector solutions of system (2) that satisfy the 
conditions 

4 B. W. Roos and W. C. Sangren, J. Math. Phys. 3, 882 
(1962). 
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VI (0) = -sin fJk(O) , 

WI (0) = - cos fJk(O) , 

V2(0) = cos fJk-1(0) , 

W2(0) = -sin fJk-1(0). 

The Wronskian of V and w is defined by 

W.(v, w) = v1(r)w2(r) - v2(r)w1(r). 

Since W.(v, w) is independent of rand Wo(v, w) = 1, 
Wr(v, w) = 1 and V and ware linearly independent 
solutions. A solution of (2) may be written as 
w(r, X) + l(X)v(r, X), and if this solution satisfies 
Sturmian boundary conditions at a point r = r1, 
the eigenvalues will be real, nondegenerate, and 
discrete, and extend from X = - co to X = co. 
The corresponding eigenfunctions are real functions 
of r. For the singular case, the spectrum can be 
investigated by taking the limit of the general solu­
tion as rO ~ co. As in the case of singular second­
order differential equations, it can be shown' by a 
limit-point, limit-circle argument that for 1m X ;e 0, 
the system (2) will have a vector solution 

z(r, X) = w(r, X) + m(X)v(r, X) (4) 

belonging to the class of square-integrable functions 
L2(r, co). The function m(X) depends upon the 
limit of circles in the complex X plane, and for rO ~ co 
is either a limit point or a point on a limit circle. 
In the limit-circle case, all solutions are in the class 
L2(ro, co). Furthermore, m(X) is analytic for 1m X F- 0 
and m(X) = m(X). 

3. GENERAL TRANSFORMATION OF THE BASIC 
EQUATIONS 

The asymptotic behavior of the solutions of Eqs. 
(2) for large values of the parameter X and for 
large values of one or more of the coefficients when 
the independent variable approaches a singular 
point, can be conveniently investigated by using 
the following transformation. The independent varia­
ble r is replaced by 

a(r) = { {[Xa(s) + b(s)][>..c(s) + des)]} ids. (5) 

Formally, this transformation gives 

dut/da = U2, 
(6) 

du,fda = -U1 + R(>.., a, b, c, d)U1' 

where the components of the vector u(r) are defined 
by 

u l (r) = F(r)x2(r) , 
(7) 

uir) = - r\r)xI (r) + G(r)x2(r) , 

and 

F(r, X) = [Xa(r) + b(r)]i[Xc(r) + d(r)r t , 

G(r, X) = (a,)-lF'(r, X), (8) 

R(X, a, b, c, d) = a(,)-lG'(r, X)F-I(r, X). 

The transformed equations (6) have a form similar 
to (2). However, the coefficients on the right-hand 
side of Eqs. (6) do not in general become large 
when X does or when one or more of the coefficients 
a, b, c, d, do. 

lt can be verified directly that a solution of (6) 
satisfies the integral equations 

U1(r, X) = U2(0) sin a(r) + U1 (0) cos a(r) 

+ { U1(s)S(s) sin [a(r) - a(s») dB, 
(9) 

U2(r, X) = - U1(0) sin a(r) + U2(0) cos a(r) 

+ { U1(s)S(s) cos [a(r) - a(s») dB, 

where 

S(r) = G'(r)r\r). (10) 

4. ORDER PROPERTIES FOR LARGE VALUES OF A 

It will be assumed that a and c are bounded away 
from 0 and co for all finite r. For a fixed finite r 
and large lxi, we obtain from (5), 

a(r) = Xh(r) + g(r) + O(X -I), (11) 

where 

her) = { [a(s)c(s)]t ds 

and (12) 

(r) = 1: 1r 
b(s)c(s) + a(s)d(s) as 

g 2 ° [a(s)c(s»)t . 

It is not difficult to verify also that for large lxi, 
F(r) = [a(r)jc(r»)i + O(X -1) = k(r) + O(X -1), 

rl(r) = [c(r)ja(r)]i + O(X-I) = k-1(r) + O(X -I), (13) 

G(r) = O(X -1), 

Next, consider the order properties of U1(0) and 
U2 (0) for large Ixi. If we assume, without loss of gen­
erality, that the boundary conditions (3) are satis­
fied for XI (0) = -sin f3k(O) and X2(0) = cos fJk-1(0), 
it follows directly from the transformation that 

U 1(0) = cos (3 + 0(>..-1), 

U2(0) = -sin (3 + 0(>..-1). 
(14) 
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Now let>. = IT + iT, where T > 0, and further- Further, from the transfonnation, 
more let 

U,(r, X) = H,(r, X)e ThCT ), U2(r, X) = H2(r, X)eThC '). 
(15) 

It follows from Eq. (9) that 

H,(r, X) = [U2(0) sin a(r) + U,(O) cos a(r)]e- ThC ,) 

+ [ e-T,hC'J-hC8J'H,(s)8(s) sin [a(r) - a(s)] ds, 
o (16) 

H 2(r, X) = [- U,(O) sin a(r) + U2 (O) cos a(r)]e-ThCr) 

+ L e- T1hC ,)-A(·JJH,(s)8(s) cos [a(r) - a(s)] as. 

If 

J.t = max [jH,I, IH21L 
.. ~r 

these equations yield for large lXi, after absolute 
values are taken, 

J.t < I U,(O) I + IU2(0) I + J.t { 18(s) I ds. 

It now follows from a lemma of a previous papers 
that 

J.I. ~ !lcos {jl + Isin (jj] exp [i' 18(s) I ds 1 
provided that f~ 18(s)1 ds exists. H,(r, X) and 
H2 (r, X) are therefore seen to be bounded for all r, 
provided that f~ 18(s, X) I ds is unifonnly convergent 
with respect to X > p » O. It follows immediately 
that 

U,(r, X) = O{e ThC ')} and Uir, X) = O{eTh (,)}. (17) 

In the light of later developments, it seemed 
natural to impose the more stringent condition that 
for large lxi, 

x,(r, X) = -k(r) sin [a(r) + m + O{lh(r) Ixl-'}, 

x2(r, X) = +k-'(r) cos [a(r) + m + O{eTh (,) IAr'}. 

5. A SPECIAL SOLUTION: X(T, A) 

(20) 

Before proving a general convergence theorem, it 
is desirable to obtain a special solution of Eqs. (2) 
that is small for large r when the imaginary part of 
X is large and positive. Again, it is more convenient 
to consider the solutions u, and U2 of the transfonned 
equations (6). Actually, we first consider the inte­
gral equations 

(21) 

U
2
(r, X) = ie,aC,) + 1.1' e"aC,)-aC·)J8(s)U,(s) ds 

2 0 

- ~ 1'" e'laC.)-a(,)JS(s)U,(s) ds. 

It is not difficult to verify that the solutions of 
these integral equations satisfy the differential 
equations (6). 

In the study of the spectra for Eqs. (2), it was 
shown5 that for the various cases of interest, either 
1m a(r) ~ + <Xl or 1m a(r) ~ - <Xl as r ~ <Xl and 
T > O. In order to avoid duplication and a clumsy 
notation, attention is here kept fixed on the case 
1m a(r) ~ + <Xl. The following arguments are easily 
duplicated for the case 1m a(r) ~ - <Xl. 

A special solution of Eqs. (6) can be obtained by 
successive substitution as follows: First, let 

Ull(r, X) = e,a(,), (22) 

Next, for n ~ 1, let 

(18) U,.n+,(r, X) = eiaC ,) 

From the order properties for U,(r, X) and 
U2(r, X), and the conditions imposed on the inte­
gral f~ 18(s, >.)1 ds, we obtain from the integral 
equations (9) the following relations for large values 
of Ixl: 

U,(r, X) = cos [a(r) + {j] + O{eTh(,J IXI-'}, 

U2(r, X) = -sin [a(r) + (j] + O{eTh(T) IXI-'}. 
(19) 

6 B. W. Roos and W. C. Sangren, Proc. Am. Math. Soc. 12, 
468 (1961). 

- ~ { eila (,)-a(8J!8(s)U,.n(s) ds 

- ~ fro eilaC.l-a(,lJS(S)U,.n(S) ds, 

+ ~ l' ei1a ('l-a(8l!S(S)U1.n(S) ds 

- ~ fro ei1a(.l-a(,J!S(S)U,.n(S) ds. 

(23) 
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Then, 

UI .2 - UI • I = -~ e'a(r{{ 8(s) ds 

+ 100 

iil a(,'-a(r'J8(s) dS]' 

and 

e-Ima(r' 100 Ae-Ima(rl 
IUI .2 - Ul.l1 s 2 0 18(s) I ds s --IA-I-

because 

Similarly, it can be shown that 

IUI .n+1 - UI.nl S [AIIAlre-rma(r), 

IU2 •n+1 - U2 •nl S [AIIAlre-Ima(r'. 

Hence, the series :2::::-1 [UI.n+l(r) - UI.n(r)l and 
the series :2::::-1 [U2 •n + l (r) - U 2 •n (r)1 are con­
vergent if IAI > A. Therefore, by definition, let 

Now for every n, 

IUI,n(x) I S IUl,l1 + !U1.2 - UI,II 

+ ... + IUI,n - UI,n-11 

< -Ima(r,[l - (AIIAlt] 
- e 1 - AIIAI ' 

and for n -> 0) and IAI > A, 

!UI(r) I = lim !UI.n(X) I S e- Ima (r'/(1 - AIIAI)· 
n~oo 

Similarly, 

By dominated convergence, it follows that the limit 
operations may be taken under the integral signs 
and that UI(r) and U 2 (r) satisfy Eqs. (21) and conse­
quently, Eqs, (6). 

Consider Eqs. (21) and the solution U = [UI, U21. 
It is easily seen from these equations that, as r -> 0), 

where 

UI(r, A) = ei'x<rlIKI(A) + 0(1»), 

U2(r, A) = eia (r'IK2(A) + 0(1)}, 

and 

K 2 (A) = iKI(A). 

By use of the general transformation, these special 
solutions can be converted to solutions of Eqs. (2). 
We have 

X,(r, A) = F(r){G(r)UI(r) - U2(r)}, 

X 2(r, A) = p-1(r)UI(r). 

By substitution for U, and U2 , we have 

XI(r, A) = F(r)eia(r) IG(r)KI(A) - K 2(A) + 0(1)\, (24) 

X 2(r, A) = p-I(r)eia(r) IKI(A) + 0(1)}. 

6. ORDER PROPERTIES OF X(r, A) 

Let vCr, A) be the vector solution mentioned in 
Sec. 2. The order properties of vI(r, A) and v2(r, A) 
for large A are given by Eqs. (20): 

vI(r, A) = -k(r) sin [a(r) + i31 + Olerh(r) IAI-II, 

v2(r, A) = +k-I(r) cos [a(r) + i31 + Olerh(r) IAI-II· 

Now vCr, A) and X(r, A) are linearly independent 
solutions, because X(r, A) becomes small for large r 
whereas vCr, A) becomes large for large r. Next take 
X(r, A) to be proportional to z(r, A), that is, 

z(r, A) = L(A)X(r, A). 

This is a valid assumption if X(r, A) belongs to 
L2(0, 0». That this is true may be verified by con­
sidering formulas (22), For large IAI and r, these 
formulas reduce to 

XI(r, A) = _k(r)eiIAhCrl+gCrlJK2(A), 

X
2
(r, A) = k-\r)eiIAh(r)+g(rlJKI(A), 

and these last two functions are in L2(0, 0». 

The order properties for w(r, A) and vCr, A) for 
large r can be derived directly from Eqs. (7). They 
have been derived previously4 and are listed here 
for convenient reference. For e- ia (rl -> 0), 

where 

UI(r, A) = e- iaCr ) IM(A) + 0(1) I, 
U 2(r, A) = e- iaCr ) IN(A) + 0(1)}, 

M(') = - U2(0) + UI(O) _ ~ 100 

iaC')8()U () d 
1\ 2i 2 2i 0 e SIS S, 

N(A) = U~~O) + U2~Q2 + ~ 100 

e,aC') 8(s)UI(s) ds. 
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From the basic transformation, it follows that 

Vj(r, >") = -F(r)U2(r, >") + F(r)G(r)Uj(r, >") 

= F(r)e-iacr){-N(X) + G(r)M(X) + 0(1»), 

v2(r, >") = F-\r)UI(r, X) 

= F-\r)e- iQCr ) {M(X) + o(I)}. 

Consider next the Wronskian 

Wr(V, z) = Wr(v, LX) 

= L(X)[v I X 2 - V2X I] 

= 2iL(X)KI(X)M(X) + 0(1). 

Because Wr(v, w) = 1, it follows that 

L(X) = [2iKI(X)M(X)r l
• 

Hence, 

z(r, X) = X(r, X) [2iKI(X)M(X)r1 , 

and therefore 

[z(r,X)1 = IX(r,X)1 {2IKI(X)IIM(X)[r l
• 

The previously obtained bounds for UI(r, X) and 
U2 (r, X) and the basic transformations therefore 
give 

IZI(r, X)I ::; {2 IKI(X)IIM(X)WI {1 - A/IXIJ-I 

X e-1ma Cr) { IF(r) I + [F(r) I IG(r) I), 

[zk, X)I ::; {2 IKI(X) I IM(X) WI {I - A/IXIJ-I 

X e-ImaCr) IF-I(r)I· 

Now M and K both exist and are bounded away 
from zero, because (as was shown) Wr(v, z) = 1 = 
2iMKIL. Finally, we can conclude that for large X, 

Iz(r, X)I ::; CE(r)e-ImaCr), 

where C is a constant and 

E(r) = max [1F-I(r)l, IF(r) I IG(r) I + IF(r)I]. 

For later reference, we need an expression for 
z(r, X) which holds for all r and for large X. Because 

z(r, X) = X(r, X)(2iKI(X)M(X»), 

and X(r, X) in turn depends only upon the special 
solution UI (r, X) and U2 (r, X), it is desirable to 
consider Eqs. (21). These equations can be written 
in the form 

U1(r, X) = eiaCr ){l - ~ 100 
e-iaC,)S(s)UI(s) ds 

+ ~ [00 eiaCB)S(s)U,(s) ds 

- ~ 100 
ei[aC.)-aCr)]s(s)UI(s) dS} 

= eiaCr){K,(X) 

+ ~ 100 

e- ia(8 )S(s)U,(s) dS}[I + O(X-I)], 

U2(r, X) = eiaCr){iKI(X) 

- ~ fa> e- iaC .) S(s)UI(s) dS}[l + O(X -I)]. 

It is apparent that these relations may be written 
in the form 

where 

and 

UI(r, X) = CI(r, X)e+ iaCr )[1 + O(X-I)], 

Uk, X) = C2(r, X)e+iaCr)[I + O(X-I)], 

It is easily verified that this integral equation has 
the solution 

CI(r, X) = D(X) exp [~ 100 

S(s) dS], 

where 

Hence, 

It now follows directly that 

X 2(r, X) = rl(r)CI(r, X)e iaCr ) [1 + O(lxl-I)], 

XI(r, X) = [F(r)G(r)CI(r, X) 

- F(r)C2(r, A)]eia(r) [1 + O(IAI- I
)], 

and therefore that 

zl(r, X) = _1 k(r)M-\X) 
2 

X exp [1 00 

8(s) ds + ia(r) Jr1 + O(X -I)], 



                                                                                                                                    

1004 B. W. ROOS AND W. C. SANGREN 

Z2(r, A) = ;i k-'(r)M- ' (>-..) 

X exp [1 00 

8(s) ds + ia(r) JI + 00,-1)]. 

7. A CONVERGENCE THEOREM 

Theorem. If fer) = [f,(r), f2(r)1 is such that the 
integral 

100 

E(s) (c(s) If, (s) I + a(s) IMs) II ds 

is uniformly convergent for large A, and f~ 18(s, A) Ids = 

O(IAI- '), then 

1 JRH' fer) = -lim -: <I>(r, A) dA, 
R-HtJ 7r~ -R+iE 

where <I>(r, A) = [<1>1, <1>21 is defined by 

<l>1(r, A) = zl(r, A) { !c(s)v,(s)f,(s) + a(s)v2(s)Ms)1 ds 

+ vI(r, A) {' (c(s)z,(s)Ms) + a(s)z2(s)Ms) Ids, 

<I>2(r, A) = z2(r, A) { (c(s)v1 (s)Ms) + a(s)v2(s)Ms)} ds 

+ v2(r, A) 100 

(C(S)ZI(S)/J(S) + a(s)z2(s)Ms)} ds. 

This statement is true uniformly in E. 

The proof of this theorem is begun by writing 
<1>1 in the form 

<l>1(r, A) = zl(r, A{{-' + 1~J 

+ v1(r, A{r-' + 1:J 
Since <I>(r, A) is holomorphic in the upper half-plane, 
the contour [-R + iE, R + iE] may be deformed 
into the semicircle of radius R in the upper half­
plane. First, consider the integral <1>14. Because of 
the order properties of VI and ZI, this becomes 

<1>14 = VI (r, A) 1"" !c(S)ZI (s)Ms) + a(s)z2(s)Ms)} ds 
r+o 

= rJk(r)/ma<r) 100 

e-rma(')E(s)[c(s) IMs) I 
~ 1'+a 

+ a(s) IMs) I] dS} 

Here it has been assumed that f~ E(s) (c(s) IMs) I + 
a(s) IMs) I} ds is uniformly convergent in A for large 
IAI. On the semicircle, A = Rei9

, where 0 < arg A < 7r 

and T = 1m A = R sin o. Hence, 

If <1>141 = f~' 0{e- R8
;n9h'(rl&}R dO, 

and this integral tends to 0 as R ~ GO. In a similar 
fashion, we can show that <l>I1 ~ 0 for R ~ GO. 

Now consider the integral 

<l>12(r, A) = zl(r, A) 1~, [c(s)v ,(s)fl(s) + a(s)v2(s)Ms)] as 
on the previous semicircle. With the use of the order 
properties for large A, this becomes 

<1>12 = -~ k(r)M-,(A) 

X exp [1"" 8(s) ds + ia(r) J[1 + O(IAI-')J 

X 1~, (k(r) sin [a(s) + f3]c(s)/J(s) 

+ k-'(r) cos [a(s) + f3]a(s)fz(s) I ds 

+ o{e-II:~(r) 1~, erma (.) [c(s) IMs) 1+ a(s) Ifz(s) IJ as}. 
The last term vanishes on the semicircle as R ~ GO. 
The terms involving 0(IAI-1

) and exp i{a(s) + f31, 
inside the integral, also vanish on the semicircle as 
R ~ GO. The remaining term is 

I = -~ k(r)M-,(A) exp [i"" 8(s) ds + ia(r) ] 

X 1! e- i1a (')+P){_21. k(r)c(s)f,(s) 
r-! ~ 

+ ~ k-'(r)a(s)fz(s)} ds. 

Now it is easily shown that 

M(A) = !e- iP {1 + O(l/A)}. 

Consequently, for large A, 

I = _k(r)e+iIP+a(r)1 1r 

e-ila(')+PJ{_k2(~) a(s)Ms) 
r-' ~ 

+ k-;(s) a(s)Ms)} ds. 

By adding and subtracting a term and putting, for 
large A, 

a(r) = Ah(r) + g(r) , 
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this becomes 

I f',J _k(r)eilAh(,,+Q("]{I' e-i1U(.,+o(,-'] 
,-~ 

[ 
k-I(r-) k(r-)] ! 

X 2i Mr-) + -2- Mr-) [a(s)c(s)] ds 

+ l' e-·U(,l(e-·Q(·'[ - k(~) c(s)Ms) + k(s) a(s)Ms)] 
,_~ 2t 2 

+ e-·u(r-{k-It-) Mr-) + k(r
2
-) Mr-) J) dS} 

= II + 12 , 

Consider II where fl and f2 are taken to be of bounded 
variation so that their one-sided limits exist. It is 
easily seen that 

II = _k(r)e+ iU(,{ k-It-) /Jer-) + k(r
2
-) Mr-)] 

X 1~, e-iH(s) [a(s)c(s)]l ds 

[ fl. _ k2 h.] (iA-I)[l _ e+iXlh'(rl]. 
2t 2 r-

For fixed 0 and large A, the term eih
' (r)lA when 

integrated over the semicircle vanishes as R ~ co. 

Consequently, 

Next, consider 12 and let 

Hence, 

X 1~~ e-ih(.l[a(s)c(s)]l[F(s) - F(r-)] ds. 

Because ft(r) and Mr) are of bounded variation in 
the neighborhood of r, F(s) is also. Hence, 

1121 S k(r) 1~, IF(s) - F(r-) I 

X [a(s)c(s)]ie- R oin81h(rl-h(.l] ds 

= O(ojR sin 0). 

Therefore, 

The integral <P12 over the semicircle as R ~ co thus 
contributes exactly 

~ ?ri[fl (r-) - ik(r- )Mr-)]. 

Similarly, <P13 contributes 

~ 1I"i[/Jer+) + ik(r-t:)Mr+)]. 

Therefore, 

f
RH' 1 

-~~ -R+i. <PI(r, A) dA = 211"i[Mr-) + Mr+)] 

1 - 2 11" [12(r+ ) - Mr- )]k(r). 

Consequently, if fl and f2 are continuous, it follows 
that uniformly in e, 

1 . fR+i' 
-~ hm <PI(r, A) dA = Mr), 

7r~ R-+U) -R+ie 

and similarly that 

1 . fR+i' 
-~ hm <P2 (r, A) dA = Mr). 

7r't R-+oo -R+il! 

8. EXPANSIONS 

In the previous section, the following representa­
tion for the function fer) was shown to be true: 

1 fR+i' fer) = -lim ~ <p(r, A) dA. 
R-+CS'J n -R+il! 

(25) 

The problem in this section is to investigate the 
behavior of the integral as e ~ O. It again suffices 
to consider only <PI(r, X), because the same argu­
ments apply to <P2 (r, A). 

First, it is true that relation (25) may be re­
placed by 

1 fR+i' 
fer) = - ~~rr.!;: -RH. 1m <p(r, A) dA. (26) 

Because <p(r, A) is analytic in the lower and upper 
half-planes, it follows immediately from the con­
vergence theorem that 

fer) = lim -:-1 l-R

-

i

• <p(r, A) dA. 
R-HD 't7r R-ie 

In this expression, keep e fixed and let A fT-

ie = X - 2ie, so that 

-11-R
+ •• fer) = lim -.- <p(r, X - 2ie) dX 

R-+co 1,11" R+ie 

1 fR+i' = lim 7""" <p(r, X) dX. 
R-Ht) 'Ur -R+i, 
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If this last expression is added to the other repre- 1 J v2(r X) 1'" - ~+' '2 dA [e(s)vl(s, A)ft(S) 
sentation for fer), we obtain 11' J.l.l PI 0 

1 f R
+;' -2f(r) = -lim -:- [<p(r, A) - <p(r, A)] dA 

R-HD ~1r -R+i~ 

2 rR + i
, 

= -~~;: L
R

+;, 1m [<p(r, X)] dX, 

because <p(r, X) = <p(r, X). Fonnula (26) is thus 
verified. 

Fonnally, because vCr, A) and w(r, X) are real for 
real A, it follows that 

{
I fR+i' } 1m -- . <P1(r, A) dX 
7r -R+1II! 

1m [-! f R

+;' {[wl(r, X) + m(X)vt(r, A)] 
7r -R+lt 

X { [e(s)vt(s)ft(s) + a(s)v2(s)fz(s)1 dS} dXJ 

[ l1RH' J'" + 1m -;: -R+i. VIer, X) r I[wj(s, A) 

+ m(A)VI (S, X) le(s)ft (S) 

+ [W2(S, X) + m(A)V2(S, X)Ja(s)fz(s) ds} dXJ (27) 

11'" l' -+;;: _OO VI (r, A) dp(X) 0 [e(s)vt (s)11 (S) 

+ a (S)V2(s)Ms) ] ds 

11'" JOO +;: _eo vt(r, A) , [el(s)vt(s)ft(s) 

+ a(s)v2(s)!is) 1 ds dp(A) 

11'" 1'" =;: _'" Vt(r, A) dp(X) 0 [c(s)vl(s)ft(s) 

+ a(s)v2(S)fz(S)] ds. 

In this last expression, it is assumed that R -t CD, 
E -t 0, and that 

peA) = -lim l' 1m {m(s + iE)! ds. 
t-O 0 

In those cases which involve a continuous spec­
trum, it has been shown5 that 

1m {m(X) I = -1/[J.I.~(u) + p;(u)], 

where J.l.t and Pt cannot vanish simultaneously. In 
such cases, the contributions to the expansions be­
come for It(r) 

! f v~(~ A)2 dX roo [e(s)vt(s, X)ft(s) + a(s)v2(s)fz(s)] ds, 
11' J.l.l "t 10 
and for Mr) 

+ a(S)V2(S, A)Ms)] ds, 

where the integration over A is over the interval 
of the continuous spectrum. 

For the X intervals, where the only singUlarities 
of m(X) are poles, and a point spectrum results, the 
associated contributions to the expansions are series. 
Formally, these contributions become for tt(r), 

1: enVI (r, Xn), 
n 

and for Mr), 

where 

en = r n iOO [e(s) VI (s, A,,)ft(S) + a(s)v2(s, An)fz(S)] ds, 

and 

rn = 1'" [e(s)v~(s, An) + a(s)v;(s, An)] ds. 

The functions Mr) and Mr), in order to be ex­
panded over the interval from 0 to 00, cannot be 
entirely independent, but must satisfy the condition 

k-I(O)ft(O) cos (3 + k(O)fz(O) sin (3 = 0, 

if v satisfies the condition 

k-\O)vt(O) cos (3 + k(O)viO) sin (3 = O. 

The above fonnalities may be made rigorous. For 
instance, let it be assumed that the spectrum of the 
system (2), (3) is continuous, and consider the right­
hand side of relation (27). Because v and ware 
analytic functions of A = u + iT, and because v 
and ware real functions of A for real A, it follows that 

1m {v} G(E) and 1m {wI = G(E) , 

as T = E -+ O. Therefore, for r, s in a fixed interval, 
we have 

1m {zl(r, A)V,(S, A) - vt(r, '\)Zt(s, ,\)} 

and 

= 1m {wl(r, A)VJ(S, A) - vl(r, A)WI(S, X)\ 

= G(E) 

1m {zl(r)v2(s) - vl (r)z2(s)} 

= 1m ([wI(r) + m(A)vt (r)]v2(s) 

- vl (r)[w2(s) + m(A)v2(s)1l 

= 1m {Wt(r)v2(s) - VI (r)w2 (s) } 

= G(E). 
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The right-hand side of Eq. (27) can be rewritten 
in the fonn 

1m [-! fR+i' {1'" vI(r) [C(S)ZI(S)ft(S) 
1r -R+u 0 

+ a(s)z2(s)Ms)] ds 

-L vI(r)[c(s)zI(S)ft(S) + a(s)z2(s)Ms)] ds 

+ [ zI(r)[c(s)vI(s)ft(s) + a(s)v2(s)Ms)] dS} dA J. 
With the use of the above order properties, this 
becomes, for fixed R and ~ --t 0, 

1m [ -; i::i:. V2(r) 1'" [C(S)ZI(S)ft(S) 

+ a(s)z2(s)Ms)] ds dXJ + O(~). 
To evaluate this expression, only the two con­

tributing tenns must be considered. The first is 
for fixed e, given by 

i:++'i', 1m [VIer, X)] dx1'" Re [CI(S)ZI(S)ft(S) 

+ a(s)z2(s)Ms)] ds 

R '" 
= iR 1m [VIer, u + i~)] du 1 Re [CI(S)ZI(S)ft(S) 

+ a(s)z2(s)Ms)] ds 

= O(e) i: du 1'" [e(s) IZI(s)fI(s) 1 + a(s) IZ2(S)Ms) I] ds 

= oce{i: {1'" [e(s) IZdl1 2 + a(s) IZ2f212] dS} du T 
= O(~)O(e-!) = OCe!). 

Here Schwarz's inequality and Lemma 2 (given in 
Appendix) have been used. Similarly, 

R iR Re [vI(r, u + i~) - VIer, u)] du 

X 1'" 1m [C(S)ZI(S)ft(S) + a(s)zis)Ms)] ds = O(~i). 

The remaining contribution to the integral is 

11R 1'" -- VI(r, u) du 1m [e(S)ZI(S, u + i~)ft(s) 
11" -R 0 

11R + a(S)Z2(S, u + i~)Ms)] ds = -- VI(r, u) du 
11" -R 

+ a(s)MS)Z2(S, u)] ds. 

The first integral on the right-hand side is O(~). 

To show this, order properties are needed for meA) 
and z(r, X) as ~ --t 0. For real X, w(r, X) and vCr, X) 
are real, but meA) may be complex. In cases of a 
continuous spectrum and real A, it has been shown5 

that 

m(X) = [-(JLwJL. + pwp.) - il/(JL! + p!), 

where JL. and p. cannot vanish simultaneously and 
where JLw, JL., Pw , p. are real. For complex X = u + iT, 
the corresponding P.w, JL., Pw , p. tend to real values 
for real A in the manner of JLw(u + i~) = JLw(u) + 
O(~) for ~ = T --t 0. Consequently, for ~ = T --t 0, 

m(u+ i~) = 

It now follows directly that 

1m [ZI(S, u + i~) - ZI(S, u)] 

= 1m [{wI(s, u + i~) - wl(s, u)} + m(u + i~) 
X {VIeS, u + i~) - vl(s, u») 

+ vI(s, u){m(u + i~) - m(u»)] = O(e). 

Consequently, the only tenn that remains for fixed 
R and ~ --t 0 is 

+ a(s)Ms)Z2(S, u)] ds. 

Hence, for a given R and ~ --t 0, this becomes 

! fR vI(r, u) du [JL!(u) + p;(u)r l 

11" -R 

Thus, using the convergence theorem and this result, 
the expansion for fI(r) is given by 

[ 1 fR+i' ] ftCr) = ~~ -:;;: -R+i. 1m <l>1(r, X) d"ll. 

11'" VIer, u) du 
=:;;: -'" JL~(u) + p~(u) 

X fa'" [c(s)ft(s)vI(s, u) + a(s)Ms)v2(s, u)] ds. 

The expansion for 12(r) can be proved similarly. 
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APPENDIX 

Lemma 1. For any fixed A and A', lim ..... '" W[z(r, A), 
z(r, A')] = O. 

Proof: Because z(r, X) satisfies at rl a boundary 
condition which is independent of A, 

Wr,[w(r, A) + l(X)v(r, X), w(r, A') + l(X)v(r, X')] = 0, 

Wr,[z(r, A) + [leA) - m(X)]v(r, X), z(r, X') 

+ [leA') - m(A/)v(r, X')] = 0, 

Wr.[z(r, A), z(r, A')] 

Now, 

+ [leX) - m(X)]Wr,[v(r, X), z(r, X')] 

+ [leX') - m(A')]Wr.[z(r, A), vCr, A')] 

+ [leX) - m(A)][l(X') - m(X')] 

X Wr,[v(r, A), vCr, X')] = o. 

Wr.[v(r, A), z(r, A')] = eA - A') 

X ir

, [a(s)z2(S)V2(S) + e(s)zl(S)Vl(S)] ds 

+ Wo[v, z] = 0[[' la(s)z2(s)v2(s) 

+ e(s)vl(S)ZI(s)I as] + 0(1) = 0[[' laCs) IZ2(S)!2 

+ c(s) IZl(SW} {' laCs) Iv2(sW + e(s) IVI(sWI T 
+ o(l)o[i'" laCs) lV2(sW + e(s) IVI(s) I'}l ] + 0(1), 

as r ~ co. Here, one has used the fact that Z is 
L2(0, co). 

In the limit-point case, 

Il(A) - m(A) I =s; 2Rr , 

= [{ fees) Iv,(s) 12 + a(s) Iv2(sW I Jl. 
Consequently, 

lim Il(A) - meA)! W.Jv(r, A), z(r, X)J = O. 
1'1_(0 

Similar arguments apply for the other tenns in­
volving [ICX) - m(X)]. In the limit-circle case, 
f~' [e(s) IVI (s) 12 + a(s) IV2(sWl ds is bounded but 
leA) ~ m(X). The lemma therefore follows. 

Lemma 2. 

{O [e(s) Iz,(s, X) 12 + a(s) IZ2(s, X) I'] ds = 

Proof: 

1m [m(A)1. 
T 

(X' - A) ir

, [a(s)z2(S,X)Z2(S, X') + e(s)zl(S, X)ZI(S, A')] as 
= Wr,[z(r, X), z(r, X')] - Wo[z(r, X), z(r, A')]. 

From Lemma 1, the tenn W r , ~ 0 as b ~ co. Also, 
since z = w + mv, 

Wo[zer, A), z(r, A')] = zl(r, X)z2(r, A') 

- z2(r, X)ZI (r, A') = meA) - m(A') , 

and the lemma follows immediately. 
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Kinetic Equation for an Unstable Plasma 
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A kinetic equation is derived for the description of the evolution in time of the distribution of veloc­
ities in a spatially homogeneous ionized gas which, at the initial time, is able to sustain exponentially 
growing oscillations. This equation is expressed in terms of a functional of the distribution function 
which obeys the same integral equation as in the stable case. Although the method of solution used in 
the stable case breaks down, the equation can still be solved in closed form under unstable conditions, 
and hence an explicit form of the kinetic equation is obtained. The latter contains the "normal" 
collision term and a new additional term describing the stabilization of the plasma. The latter acts 
through friction and diffusion and brings the plasma into a state of neutral stability. From there on 
the system evolves towards thermal equilibrium under the action of the normal collision term as well 
as of an additional Fokker-Planck-like term with time-dependent coefficients, which however becomes 
less and less efficient as the plasma approaches equilibrium. 

1. INTRODUCTION 

I N recent years many convergent efforts have been 
directed towards the study of the evolution of 

ionized gases under various conditions. The role of 
the long-range Coulomb interactions in driving such 
systems towards thermal equilibrium is one of the 
most interesting aspects of this problem. In 1960 
the author1

•
2 and, independently, Lenard3 and 

Guernsey,' derived a kinetic equation describing the 
evolution of a spatially homogeneous electron gas 
towards equilibrium: 

(1.1) 

- 4 -2 J J a(k·v - k·v,) e{~} - 2ecm dk: dv, k·a k 4 J E (k.v/k)J 

X k·(a - al)~(v)~(VI)' (1.2) 

with the following meanings for the symbols: e is 
the charge of the electron, c the number density, 
m the mass, ~(v; t) the velocity distribution function 
for one particle, 

a == a/av; 

w; = 411"e2c/m. 

The singular functions a.(x) are defined as follows: 

a.(x) = a(x) ± i1l"-'(p(1/x), (1.3) 

where (p denotes the Cauchy principal part. The 

1 R. Balescu, Phys. Fluids 3, 52 (1960). 
I R .. Balescu, ~tatistical Mechanics of Charged Particles 

(IntersClence PublIshers, Inc., New York, to be published). 
a A. Lenard, Ann. Phys., 3, 390 (1960). 
4 R. L. Guernsey, The Kinetic Theory of Fully Ionized 

Gases, U. S. Office of Naval Research, Contract No. Nonr. 
1224(15), July 1960. 

highly nonlinear equation (1.1) [e-(II) is a functional 
of ~(v)!] explicitly takes into account the collective 
nature of the collision processes. The ideas leading 
to Eq. (1.1) have been exploited and extended in 
various directions (see for instance references 2; 
5-8). The theory has however an important limita­
tion which will be presently discussed. 

It is well known from the theory of plasma oscil­
lations 2,9-12 that a spatial disturbance at the initial 
time can behave in two distinct ways at later times: 
in so-called "stable" plasmas it will give rise to 
damped oscillations, whereas in "unstable" plasmas 
there appear exponentially amplified oscillations. 
This behavior results from the properties of the 
linearized Vlassov equation of the plasma. The oc­
currence of one or the other case depends only on 
the initial velocity distribution function ~(v) and 
not on the initial perturbation. More precisely, in 
the linearized Vlassov approximation, the intrinsic 
behavior of the plasma is uniquely characterized 
by a single function, called the dielectric constant 
E~(W), which is defined for complex values of the 
frequency kw by 

+( ) w! J k·~(v) 
Ek W = 1 - I?' dv k.v _ kw' w E S+. (1.4) 

This definition, valid when w lies in the upper half­
plane S+, is extended to the whole complex plane 
by analytic continuation. The proper frequencies 
of the plasma are the roots Wi of the equation 

6 R. Balescu and H. S. Taylor, Phys. Fluids 4, 85 (1961). 
6 R. Balescu, Phys. Fluids 4, 94 (1961). 
7 R. L. Guernsey, Phys. Fluids 5, 322 (1962). 
8 N. Rostoker and M. Rosenbluth, Phys. Fluids 3,1 (1960). 
9 L. Landau, J. Phys. (USSR) 10,25 (1946). 
10 M. E. Ghertsenstein, J. Exptl. Theoret. Phys. (USSR} 

23, 669 (1952). 
11 J. D. Jackson, J. Nucl. Energy Cl, 171 (1960). 
l' O. Penrose, Phys. Fluids 3, 258 (1960). 
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E~(Wi) = O. If there is a root lying in the upper 
half-plane, the plasma is unstable. 

Coming back to Eq. (1.1), it has been shown that 
a necessary condition for its validity is that the 
distribution f,O(v) describes initially (and hence at 
all later times) a stable plasma. Its derivation breaks 
down for unstable plasmas.2

•
5

•
'3 

It is physically obvious that the exponential 
growth of plasma oscillations cannot be unlimited. 
The mechanism which stops this growth has been 
assumed by many authors to be found in the non­
linear Vlassov equation. However in a recent paper, 
Drummond and Pines'4 have shown that, besides 
the latter mechanism, there exists another one within 
the framework of the linear Vlassov theory. These 
authors demonstrate that the very existence of un­
stable oscillations induces a change in time of the 
momentum distribution; this change is such as to 
finally suppress the instability. 

However, this mechanism depends crucially on the 
existence of periodic inhomogeneities in the plasma. 
In a spatially homogeneous system or in a state 
with localized inhomogeneities this mechanism does 
not exist. Our purpose in the present paper is to 
show that the instability induces also another type 
of evolution of the velocity distribution. This new 
mechanism is effective in all situations, because it 
is determined by the behavior of the binary corre­
lations. In the present paper we will however limit 
ourselves to the study of spatially homogeneous 
plasmas. The crucial point in the derivation of our 
equation is the following. It will be shown that the 
two-body correlation function undergoes in an un­
stable homogeneous plasma an exponential growth 
which has the same origin as the growth of plasma 
oscillations. But within the ring approximation, the 
rate of change of the momentum distribution is 
related to the binary correlations; hence the insta­
bility will induce a new term into the kinetic equa­
tion of the plasma. 

Section 2 is devoted to a review of the general 
theory of nonequilibrium statistical mechanics and 
to the derivation of a formal kinetic equation. The 
latter is expressed in terms of a fundamental func­
tional of the distribution Fk(v; w), which obeys a 
certain integral equation. Although the same equa­
tion appears in the theory of stable plasmas, its 
mathematical properties change significantly when 
the plasma is unstable. After a short review of the 
stability conditions in Sec. 3, the stable solution is 

13 A. Lenard, Bull. Am. Phys. Soc. 6, 189 (1961). 
14 W. E. Drummond and D. Pines, Proc. Conf. Plasma 

Phys. Controlled Nucl. Fusion Resch., Salzburg, 1961 (to 
be published). 

briefly discussed in Sec. 4. Section 5 is devoted to 
the solution of the integral equation in the unstable 
case. The kinetic equation is derived in Sec. 6 and 
some of its properties are discussed in the final 
section. 

2. DERIVATION OF FORMAL EQUATIONS 

The system studied in the present paper is the 
simplest idealized type of plasma which could ex­
hibit the phenomena we have in view. It consists 
of a spatially homogeneous electron gas of density 
c imbedded in a continuous neutralizing positive 
background. The relevant reduced distribution func­
tions which characterize that system are the one­
particle velocity distribution f,O(V a; t) and the two­
body distribution, which is Fourier-analyzed as 
follows: 

f2(X a - Xp, Va, Vp; t) = C{P(Va; t)cp(vp; t) 

+ J dk ik'(xa-X~) t ( t)} e Pk.-k Va, Vp; . (2.1) 

These functions have been defined in references 2, 
15, and 16 as integrals of the fundamental N-body 
distribution function fN(X t , '" , XN, VI, ..• , VN; t) 
which obeys the Liouville equation (we consider 
here only classical systems). 

We shall now derive a kinetic equation for the 
one-particle function f,O (va; t) starting from the 
Liouville equation. The calculations of this section 
do not depend on the stability criterion of the 
plasma. We use the theory developed by Prigogine 
and the author,15 generalized by Prigogine and 
Resiboisl6

•
17 and by the author.2 We sketch here 

the main lines of the general theory for the facility 
of the exposition; more details can be found in 
reference 2, and, with somewhat different notations, 
in references 16, and 17. The Liouville equation is 
written as follows: 

with 

£0 = at + L vj·(ajaxj), (2.3) 
j 

£' == L £~n = - L m-IcaVjnjax j ) ·(a j - an), C2.4) 
i<n i<n 

and 
1 8 3 ik·(xj-X.) 

V in = (Ixi - x.I)-1 = 271"2 ; ~ ~-2 -. (2.5) 

15 I. Prigogine and R. Balescu, Physica 25,281, 302 (1959). 
16 I. Prigogine, Non-Equilibrium Statistical M echanic8, 

(Interscience Publishers, Inc., New York, 1963). 
17 I. Prigogine and P. Resibois, Physica 27,629 (1961). 
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Let g(xvt I X'v't' ) be the retarded Green's function 
of the Liouville equation (2.2) [x, v stand for 
the set Xl, '" , XN, VI, •.. , VN; 8(x - X') means 
II; 8(x; - x;).J This function is defined as the 
solution of the equation 

£g(xvt I X'v't/) = 8(x - x/)o(v - v/)o(t - t/), (2.6) 

with the causal condition 

g(xvt 1 X'v't' ) = D for t < t'. (2.7) 

In terms of the Green's function, the solution of 
the initial-value problem for the Liouville equation is 

t N(X, v; t) = J dx' dv' g(xvt 1 Xlv'D)t N(X', v'; D) 

== g(l I D)fN(D). (2.8) 

The last equation defines get 1 t/) as an operator 
acting on tN(t' ). As the Liouville operator has time­
independent coefficients, it can be shown that 
get 1 t') is a function only of T = t - t'; moreover it 
vanishes for T < D. It is therefore natural to intro­
duce the Laplace transform of the Green's operator, 
called the resolvent operator: 

<RCz) = 100 

dT eiZTg(r). C2.9) 

Expressing geT) in terms of <RCz) and substituting 
into (2.8), we obtain 

tN(t) = C271")-1 J. dz e-i·'<RCz)fN(D). C2.1O) 

The contour C is a straight line parallel to the real 
axis and lying above all singularities of <R(z). 

We now introduce perturbation theory. Calling 
<Ro(z) the resolvent of the unperturbed Liouville 
operator £0 [Eq. (2.3)], it can be shown that <R(z) 
obeys the following equation: 

<RCz) = <RoCz) - e2<RoCz)£/<RCz). C2.11) 

The latter can be solved by successive iterations and 
the result, substituted in C2.1O) yields 

tNCt) = (271"tl f f dz e- i.,( -e2r 
n=O ~ 

(2.12) 

We now go over to the Fourier representation of 
references 2, 15, and 16, whereby this equation is 
transformed into 

where v and v' are the numbers of independent 
nonvanishing wave vectors in the sets {k} and {k'}. 
It is moreover easily shown by a direct calculation 
that 

({k} 1 <RoCz) 1 {k'D = 'CL k ~ _ ) II 8(k; - ki). 
z "V" Z ! 

(2.14) 

The terms of the perturbation series (2.13) are rep­
resented by exactly the same diagrams as in reference 
15; the only difference in the interpretation is that 
the lines in the diagrams no longer represent oscil­
lating exponentials, but factors <Ro(z) (which are the 
Laplace transforms of the former). 

After this general outline, we come back to the 
specific problem we have in mind. We want a descrip­
tion of the plasma in the "ring approximation" intro­
duced in references 1 and 2. It has been shown there 
that, in this approximation, the contributions to poet) 
coming from Plk,)(D) where {le'} ~ {D}, are negligible 
for sufficiently long times (t » W;I). Hence, Eq. 
(2.13) for {k} = {D} becomes 

( t) (2 )-1 ~ f d -ide 2)n Po v; = 71" L...J Z e -e 
n=O c 

X (DI <RoCz) [£/<ROCZ)]" ID)po(v; D). (2.15) 

It results from the structure of the perturbation 
series that the most general contribution to the 0-0 
matrix element of the resolvent is represented by 
a succession of diagonal fragments, i.e. transitions 
from zero to zero through states in all of which 
there are at least two nonvanishing wave vectors. 
Within the ring approximation, we are interested 
only in diagonal fragments of a special type, called 
rings, a typical one being represented in Fig. 1, 

2 '~6 
~~ FIG. 1. A typical ring diagram. 

~or---l-

and we reject from (2.15) the contributions of all 
other types of diagonal fragments. Let us introduce 
the notation 

R(z) = L (-e2r1(DI £/[<RO(Z)£/]" ID). (2.16) 
n=l 

(all rings) 

The summation is carried out over all ring diagrams, 
i.e. all the diagrams summed in reference 1. Then the 
series in Eq. (2.15) can be rewritten as follows: 

po(v; t) = (271")-1 :t f dze-i·'~{R(Z)_l_. }mpo(V; D) 
m-O c -zz -zz 

(2 ) -1 f d -i., - ( ~ 
E 71" c ze POV;Z). (2.17) 
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By time differentiation of Eq. (2.17) and integration 
over all velocities but va, we easily obtain the kinetic 
equation for the reduced velocity distribution func­
tion <p(v a ; t), 

a,<p(va ; t) = (211')-1 f (dvt-1 
(a) 

X J. dz e-i"R(z)po(V; Z). (2.18) 

We now substitute for Po(v; z) its Laplace transform 
in order to come back to the time-dependent velocity 
distribution: 

a,<p(va ; t) = (211')-1 J. dz e- i
., 

X f (dvt- 1 R(z) 1'" dr eiZT 
Po (v ; r), 

(a) 0 

or, making use of the causality condition (2.7), 

a,<p(va ; t) = (211')-1 { dr 

X 1 dz e- iZT f (dV)N-l R(z)po(V; t - r). (2.19) 
c (a) 

The transformation leading from (2.18) to (2.19) 
is a very important step for the following reason: 
A basic assumption in nonequilibrium statistical 
mechanics is the factorization of all 8-particle 
velocity distribution functions at some initial time, 
a property which can then be shown to persist at 
all later times; . 

,v.; t) = (II <p(v;; t). (2.20) 
i-1 

This property implies however that the Laplace 
transform IP.(VI, ... , v.; z) is not factorizable [a 
Laplace transformation transforms (2.20) into a 
convolution]. But the factorization theorem is crucial 
in the summation procedure of the rings. By making 
the Laplace transformation leading to (2.19), we 
recover time-dependent velocity distributions, which 
can be factorized. 

Equation (2.19) is a typical non-Markoffian equa­
tion: the evolution of the distribution function at 
time t depends on the whole past history of the 
system, from time zero up to the present time t. 
This non-Markoffian character (i.e. the memory 
of the past) is typical of any short-time kinetic 
equation.16

•
17 

In the limiting case, where the duration of the 
memory is very short compared with the rate of 
change of the distribution function, (2.19) can be 
approximated as follows: The variation of Po(v; t - r) 

during the effective duration of the memory is 
neglected and this function is replaced by Po(v; t). 
Hence, Eq. (2.19) reduces to the Markoffian equation 

X f (dV)N-l R(z)po(v; t). 
(a) 

(2.21) 

If, moreover, the plasma is not close to instability, 
the only relevant contribution to the integral is 
the residue in z = 0+, and the right-hand side 
(r. h. s.) reduces to 

f (dvt-l R(O+)po(v; t); 
(a) 

(2.22) 

In this quantity, the summation over the rings 
expressed by Eq. (2.16) has been performed explicitly 
in references 1 and 2; it eventually leads to Eq. (1.1). 
We note that the summation procedure of reference 
1, Sec. 3 (or of reference 2, Sec. 40) depends only 
on the topological structure of the rings, and can 
be taken over with only trivial changes for the 
evaluation of the more general quantity 

f (dV)N-l R(z)po(v; t - r) 
(a) 

appearing in the non-Markoffian Eq. (2.22). One 
merely has to make the substitutions 

rp(v; t) ~ rp(v; t - r), 

1 
1I'IL(k-v; - k-vn ) ~ '(k k ) "/, -v; - -Vn - Z 

in every expression occurring in the former theory. 
We therefore immediately quote the result of the 
summation over the rings: 

a ,<p(v; t) = - (;;) 

X I. dz { dr e- iZT J dk k- 2ik-aFk (v; z/k). 

Of course, Fk(v; z/k) is also a function of T, but for 
the sake of simplicity, we do not write down this 
dependence explicitly. Permuting the z and k inte­
grations for later convenience, and writing w = z/k, 
we obtain 

(2.23) 

with 

:;k(V; t) = i1l' I. dw l' dr e-ikWTFk(V; w). (2.24) 
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The fundamental function Fk(vj w) is the solution 
of the following integral equation: 

Ek(1I - w)Fk(v; w) 

d ( ) J d F -k(VI j w) + ( ~ 
= k V VI k k k qk v; W), 

·V - W - 'VI 

where 

-() _ 1 + w; J d k· 3I \O(vl ; t - T) 
Ek II - k2 VI k k ' 

II - 'VI 

2 

qk(V; w) = 87r~~k2 

(2.25) 

(2.26) 

(2.27) 

x J dV
I 
k· (3 - 31)\O(v; t - T)cp(VI ; t - T). (2.28) 

k·v - kw - k,vI 

Before solving this equation we shall briefly review 
some properties of the dielectric constant of the 
plasma. 

3. CRITERION OF STABILITY 

The stability properties of the plasma are com­
pletely determined by the analytical properties of 
the dielectric constant E~(W) defined by Eq. (1.4). 
We can rewrite this equation in a simpler form by 
making use of the "barred" functions introduced 
in reference 1. The barring operation associates 
with every function of the vector v and with every 
wave vector k a barred function J(II), which is the 
int.egral of the original function fey) over the com-
ponents of v perpendicular to k: . 

J(II) == J dv ~(II - k·v/k)f(v). (3.1) 

Writing also 

(3.2) 

we can re-express the dielectric constant as follows 
(dropping the subscript k): 

+ w~ 1'" ip'(II) 
E (w) = 1 - k2 dll--, wE S+. 

_'" II - W 
(3.3) 

The analytical properties of this function result 
from those of the Cauchy integral 

r. FIG. 2. Contour of integration 
r + for the analytic continuation 
of <I>(+)(w) into S_. 

11'" .p(+\w) = 2 _'" dll ~+(w - lI)f(II), W real, (3.5) 

where ~+ (x) has been defined in (1.3). Moreover 
formula (3.4) defines, for w E S_, a function regular 
in S_ which, for w approaching the real axis from 
below, tends towards 

11'" .p(-) (w) = -2 _'" dll ~_(w - lI)f(II) , w real. (3.6) 

Thus, the Cauchy integral (3.4) has a discontinuity 
along the real axis, the jump being given by the 
Plemelj formula 

.p(+)(w) - .p(-)(w) = few). (3.7) 

Thus, .p(w) can be regarded as a two-valued ana­
lytical function, for which the real axis is a cut. The 
branch .p(+) (w) is defined by Eq. (3.4) for w E S+ 
and by Eq. (3.5) for w real. It can, in general, be 
continued analytically into S_ by taking the inte­
gral (3.4) on a different contour r + shown in Fig. 2, 
instead of the real axis 

.p(+)(w) = ~ r dll~, wE S_. (3.8) 
2m Jr+ II - W 

Similar considerations obviously hold for the branch 
.p<-) (w). 

After this brief mathematical review, we conclude 
that the dielectric constant E + (w) is a regular func­
tion of w in the upper half-plane, but will have 
singularities in the lower half-plane. 

It is well-known in the theory of plasma oscilla­
tions that if E+(W) has zeros in the upper half-plane, 
the plasma is unstable. In the present paper we will 
consider only unstable plasmas of the following 
simple type: We assume that the velocity distribu­
tion is such that the dielectric constant has a single 
zero S-+ in the upper half-plane 

t + = Wo + i'Yo, 'Yo > 0 (unstable). (3.9) 

1 1'" -1(11) .p( w) = -. dll ---1..Y.L-. 
2m _'" II - W 

(3.4) We will therefore write 

It is well known that such a function is regular for 
w lying in the upper half-plane S+, and tends to a 
definite limit .p(+) (w) for w approaching the real 
axis from above. This limiting value is given by 

E+(W) = (w - S-+)q+(w), (3.10) 

where q+(w) is regular and different from zero in S+. 
We will also encounter a "minus-dielectric con­

stant" E - (w); it is precisely this function which 
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enters Eq. (2.25) as the coefficient of Fk(v; w). 
E-(W) is defined by formula (3.3) for w E S_. It 
is therefore regular in the lower half-plane and has 
singularities in S+. It satisfies the relation 

(3.11) 

the star denoting complex conjugation. Hence for 
an unstable plasma the minus dielectric constant 
has a zero in S_; 

(3.12) 

with 

r - = n = Wo - i'Yo' (3.13) 

Before concluding this section, the following re­
mark is in order: The function E + (w) has a (possibly 
infinite) set of zeros ri in the lower half-plane. In 
normal situations the closest of these zeros are 
roughly speaking, at an average distance wv/ k fro~ 
the real axis (k being some average wave vector). 
This distance will be considered as large, because 
W;I measures the short time scale in the ring ap­
proximation (see reference 2). As the plasma is 
stabilized the zero, r + moves down towards the real 
axis and eventually crosses it; from here on the 
plasma is stable. However, the zero r + still retains 
a distinct property as compared with the other zeros 
r i (which are presumably not much affected by the 
stabilization process): it remains close to the real 
axis for a certain time. This remark will prove im­
portant in Sec. 6. 

4. SOLUTION OF THE INTEGRAL EQUATION (2.25) IN 
THE STABLE CASE 

In order to evaluate the integral in Eq. (2.24), 
we must know the function Fk(v; w) for values of 
w lying on the contour C of the inverse Laplace 
transformation, i.e. above all the singularities of Fk • 

Physically, we expect that in the stable case Fk(v; w) 
has no singularities (in w) located in the upper 
half-plane. If this is true, we can pull down the 
contour C and bring it on the upper edge of the real 
axis. A detailed justification of this process will be 
found in the next section. The advantage of this 
operation is that the Fredholm equation (2.25) be­
comes, in this case, a singular integral equation of 
Cauchy type which can be solved in closed form by 
using well-known techniques.18

•
19 The limiting form 

of Eq. (2.26) is obtained by using the Plemelj 
formulas in the form 

18 N. 1. Muskhelishvili, Singular Integral Equations (P 
Noordhof N. V., Groningen, Holland, 1953). . 

19 S. G. Mikhlin, Singular Integral Equations, Trans!. Am. 
Math. Soc., No. 24 (1950). 

Equation (2.25) thus becomes 

E-(V - W)Fk(V; w) 

= 7ri dk(v) J dV I (L(k·v - kw - k·vl ) 

(4.1) 

X F_k(vl;w) + qk(V;W). (4.2) 

This equation has exactly the same form as the 
equation derived by Guernsey7 using a different 
method (it can be derived from his Eq. (21) by the 
substitution k ~ -k, k' ~ k). Although he also 
considers inhomogeneous systems20 his method is 
restricted to systems close to equilibrium. For this 
reason, the coefficients E -, dk , and qk in his equation 
are expressed in terms of the Maxwell distribution 
of velocities. Our present method does not rely on 
such an assumption, and therefore the coefficients 
are functionals of the time-dependent distribution 
of velocities (which is however retarded in time). 
The possibility of relaxing the assumption of small 
departures from equilibrium is, in our opinion, an 
important generalization. Only with such a method 
can we envisage the possibility of studying unstable 
systems which are intrinsically very far from thermal 
equilibrium. 

We now note that Guernsey's method of solution 
(Sec. III of reference 7) depends crucially on the 
fact that E-(V) [or 2 5)-(u) in his notation] has no 
zeros in the lower half-plane [see the passage from 
(52) to (53), and from (55) to (58) in reference 7]. 
Hence, for stable systems, Guernsey's method of 
solution can be taken over directly in our case and 
results in the following formula21 

F (v' w) = qk(V; w) + . dk(v) fa> d • ( ) 
k , ( ) 1rt k VI u_ V - VI 

E V - W _a> 

X [t/k(VI; w)]+ - [t/-k( -VI + w; w)] (4.3) 
E+(vl)e (VI - w) 

In this and subsequent equations, v denotes the 
component of v parallel to k: 

v = k·v/k. 

The barred functions have been defined by (3.1). 
The functions bearing a subscript + or - are 
defined as follows: Given an arbitrary integrable 

20 An extension of the present method to inhomogeneous 
systems will be published soon. 

21 An alternative method of solution simpler than 
Guernsey's, can be fo~nd in reference 2, Appendix 8. It is 
base~ on the properties of the Van Kampen Case eigen­
functlOns of the Vlassov equations. 
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function f(v) of the real variable v, it can be split 
uniquely into a difference of a "plus function" and a 
"minus function": 

(4.4) 

having the following properties: A plus function has 
a regular analytic continuation into the upper half­
plane S+; correspondingly, the analytic continuation 
of f-(v) into the lower half-plane has no singularities 
there. From our discussion of the previous section 
it follows that the Plemelj formula (3.7) provides 
precisely this decomposition. Hence, 

(4.5) 

Using the definition (2.28) as well as (4.1), it is 
easily shown that Eq. (4.3) can be rewritten as 
follows22 [see Fig. 3(a)J: 

( ) qk(V; w) w; dk(v) J 
Fk v; W = E (v _ w) + 41fce· -k- dVI o_(v - vJ 

X ip!.(vJ - W)ip+(Vl) - ip_(VI - w)ip:(vJ) 
e+(vJ)e (VI - w) 

(stable; w real). (4.6) 

In this formula it is readily verified that Fk(v; w) 
has no singUlarities (in w) in the upper half-plane. 
Hence, as stated at the beginning of this section, 
Eq. (4.6) as it stands is also, for w E S+, a solution 
of the original Eq. (2.25). 

5. SOLUTION OF THE INTEGRAL EQUATION (2.25) IN 
THE UNSTABLE CASE 

We are now in a position to see why the previous 
method fails in the unstable case. The main idea in 
the previous paragraph was to replace the solution 
of the original Eq. (2.25) by the solution of the 
simpler Eq. (4.2), obtained for real w. Suppose now 
that the system is unstable, Le. r + E S+ and t - E S_. 
The auxiliary Eq. (4.2) can still be solved exactly. 
The solution will actually no longer be (4.3), because 
the index of the singular integral equations appearing 
in Guernsey's paper changes. However, there exist 
standard methodsl8

•
J9 for solving the problem in 

closed form even in this case, and it turns out that 
one obtains the stable terms (4.3) plus two extra 
terms. The main point of the discussion is the fact 
that Fk(v; w) has now a pole in w = V - r _, and 
F_k(v; w) has therefore a pole in w = v + t+, both 
located in the upper half-plane. This can be seen 

22 In handling double principal-part integrals, the Poincare­
Bertrand theotemJ8 •19 must be used when the order of inte­
grations is changed. 

Cb) 

• ~+ 

-- ---- ---r; 
"I 

• w+J_ 

eel Cd) 
FIG. 3. Contours of integration for Fk(v; w) in various 

situations. (a) stable plasma, w real; (b) stable plasma, w ES+; 
(e) unstable plasma, w E S+; (d) unstable plasma, w real. 

already in the first term of (4.3). It will be easily 
understood that the solution of Eq. (4.2) is no longer 
a solution of (2.26). Indeed, consider the first term 
in the r. h. s. of the latter equation, which contains 
the integral 

j "'d F-k(-VliW) 
VI +' _'" VI - V W 

1m w > 'Yo. 

This Cauchy integral has a cut on the real axis 
1m w = O. But if F -k has a pole in w = '/I + r +, 

this integral contains at least some terms of the form 

j'" d f(Vl; w) 
-m VI (VI - V + W)(VI - W + r +) , 1m w > 'Yo. 

Such an integral has a cut on the line 1m w = 'Yo > O. 
Hence, by replacing the previous integral simply by 

'j'" d f(V, ; w) ( ) 
1f1, VI ( _ + r ) 0_ V - W - VI, W real, 

-co PI W ~ + 

for real w we are no longer on the same branch of 
the function as given by the previous expression 
for 1m w > 'Yo (see the discussion in Sec. 3). The 
auxiliary Eq. (4.2) is therefore not the analytic 
continuation of Eq. (2.25). Hence the analytic con­
tinuation of the solution (4.6) for 1m w > 'Yo does 
not satisfy the original Eq. (2.25) in the case of 
unstable plasmas, as it did in the stable case (where 
the cut 1m w = 'Yo lies below the real axis.) 

However the knowledge of the stable solution 
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enables us to obtain the solution in the unstable 
case too, by appropriate deformations of the con­
tours of integration. Consider again the stable case, 
and let w be on the original Bromwich contour C, 
above all the singularities of F: Eq. (4.6) provides 
the solution in that case. Let us introduce the follow­
ing abbreviation: 

2 

R-( ) . Wp 
II; W = t 47r2ck2 

X ip!.(11 - W)ip+(II) - ip_(11 - w)ipi(II). 
(}"+(II)(}" (II - w) 

Then the solution is [see Fig. 3(b)] 

100 ) R~;~ 
X dll) (L(II - II) ( _,.)( _ _,.) 

_ 00 III ~ + III W ~ _ 

(5.1) 

(stable; 1m w > l"Yol). (5.2) 

Let now .1+ move into the upper half-plane and .1-
into the lower half-plane, keeping w constant. As 
long as w is sufficiently far up in S+, Eq. (2.25) 
changes continuously in this process. Hence in the 
unstable case, the solution of Eq. (2.25) will be the 
analytic continuation of (5.2) for .I + E S+. The 
latter is obtained by deforming the contour of the 
III integration as shown in Fig. 3(c): 

( • ) _ qk(V; w) 7ri d ( ) 
Fk V, W - -( ) + k k V E II - W 

(unstable; 1m w > "Yo). (5.3) 

This equation is the solution to our problem. For 
further calculations, it is usually convenient to have 
expressions in terms of real w. We therefore move 
down the contour C and bring it on the upper edge 
of the real axis, keeping now .1+ and .I_constant. 
The pole w + .I_thus moves into the lower half­
plane, and the analytical continuation of (5.3) is 
obtained by deforming the contour of integration 
into the contour r 2 shown in Fig. 3(d). The result, 
expressed in terms of an integral over the real axis, 
is therefore 

F (. ) = qk(V; w) + 27ri d ( ) 
k v, W E (II _ w) k k v 

{ I 1'" ( ) R(1I1 ; w) 
X 2 _'" dill lL II - III (III - .1+)(111 - w _ .1_) 

+ R(.1 +; w) 
(w+.I- - .1+)(11- .\+) 

+ R(w+.I_;w) } 
(w + .1_ - .1+)(11 - .1_ - w) 

(unstable; w real). (5.4) 

This is the final form of the solution. Our initial 
statement can now be verified a posteriori: (5.4) 
is not a solution of Eq. (4.2).23 

6. KINETIC EQUATIONS FOR WEAKLY UNSTABLE 
AND FOR WEAKLY STABLE PLASMAS 

Equation (5.4), substituted into Eqs. (2.24) and 
(2.23) provides the explicit form of the kinetic 
equation for unstable systems. It is an extremely 
complicated non-Markoffian equation. [Remember 
that allfunctions ({J(v) occuring in (5.4) are evaluated 
at time t - T.] The equation can, however, be ap­
preciably simplified in the case of "weakly unstable" 
plasmas, a concept which will now be defined. Assume 
that the imaginary part of the "unstable" zero of 
the dielectric constant "Yo is much smaller than the 
imaginary part of the stable zero closest to the 
real axis, which we denote by "Ym; the latter has been 
assumed to be of order wrJk, i.e. k"Ym measures the 
short time scale of the plasma: 

(6.1) 

We also assume (this must be verified in the result) 
that if (6.1) is satisfied at the initial time, it remains 
true at all later times, as long as "Yo > O. 

We can now distinguish in (2.24) a slow process 
(described by the residues at the unstable poles) 
and rapidly damped transient processes. Hence, if 
we are interested in times much longer than W;l 
we can drop the latter contributions. Moreover, as 
was shown in Sec. 2, we can use the Markoffian 
approximation (2.21), by setting T = 0 in all factors 
({J(t - T) appearing in the function F k • Hence (2.24) 
becomes 

1 1 e-
ikwt 

5'k(V; t) = -2---; dw -- Fk(vj w). 
7r'i. c W 

(6.2) 

However, we are now interested in times which 
can be of the order of (k"Yo)-l which is much longer 
than the period of a plasma oscillation. We must 
therefore take into account not only the residue in 
0+, but also the residues at the unstable poles. 

In order to evaluate these residues, we first inte-
23 An alternative, completely independent method of 

summation of both stable and unstable rings can be found 
in reference 2, Appendix 10. It is based on a factorization 
theorem proven by P. Resibois, Phys. Fluids 6, 817 (1963). 
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grate explicitly over V1 the second term in Eq. (5.4). 
This is most easily done by using the decomposition 
of R(V1; w) (regarded as a function of V1) into plus 
and minus parts according to the Plemelj formula 
(4.4). Using also the expression of !L(x) given by 
(4.1) and closing the contour of integration, we 
obtain 

Fk(v; w) = qk(V; w) 
e (v - w) 

+ 211'i dk(v) { R_(v; w) 
k (v - w - r-)(v - r+) 

R_(r+; w) 
(w + r- - r+)(v - r+) 

+ R+(w + r _; w) } 
(w + r - - r +)(v - r _ - w) . 

(6.3) 

Substituting this expression into (6.2), the Laplace 
transform is easily calculated by the method of 
residues. Noting that qk(V; w) and R ... have poles 
far down in the lower half-plane, thus giving rapidly 
damped terms which can be neglected, we obtain 

5k(v' t) = qk(V; 0) + 27ri dk(v) { R_(v; 0) 
, e (v) k (v - r +)(v - r-) 

+ ---J- [R_(r +; 0) _ R+(r -; O)]} 
2t'Yo v - r + v - r-

2k'Y. t 2 . R-(J- • J- J- ) + e_. _ ...E. dk(v) H, H - ~-
2t'Yo k v - r + 

+ e qk v~v - ~_ 
-ik(.- f-ll {( J- ) 

v - r - (j (r-) 

_ 211'i d ( ) R(v; v - r -)} 
k k

V v-r+ . (6.4) 

This expression substituted into (2.23) provides the 
general kinetic equation for weakly unstable systems. 
It consists of a term independent of time [except 
through ip(v; t)], an exponentially growing term, 
and an oscillating term which is exponentially 
amplified. 

Before discussing this equation further, we note 
the following important fact: After stabilization of 
the plasma, the formerly unstable zero r + moves 
into the lower half-plane. However it remains for a 
certain time much closer to the real axis than all 
the other zeros of e+(w). Hence, if we want an 
asymptotic description of such a "weakly stable" 
plasma to the same degree of precision as (6.4), 
we must retain in (6.2) the residues at the poles 
related to r +, in addition to the residue in w = 0 
which is considered in "normal" stable plasmas. 

But in the stable case, Fk(v; w), regarded as a func­
tion of the parameter r +, is the analytic continua­
tion of this same function for the unstable case. 
Hence the expression for ~k(V; t) has the same 
analytic form (6.4) in both cases, as can also be 
verified directly from (4.6). Of course, in the stable 
case, r+ E S_,!_ E S+, 'Yo < O. 

We now proceed to simplify the kinetic equation. 
We first note that 

It is easily shown that the bracketted term in the 
r. h. s. is an odd function of the wave-vector k; 
hence it does not contribute to the kinetic equation 
(2.23). 

Consider now the last term in (6.4), proportional 
to exp [-ik(v - r _)t]. There is a certain incon­
sistency in retaining rapid oscillations in an asymp­
totic equation valid for times t » W;l. We must in 
some way smooth out these rapid oscillations, and 
retain only their slow systematic growth. This can 
be achieved by noting that ip(v; t) is actually a 
distribution in the sense of L. Schwartz: the phy­
sically relevant quantities are integrals of products 
of ip and of some function of v. Let U(v) be such a 
function, which we can assume to be an entire func­
tion (in all physical applications U(v) is a poly­
nomial). Let us call v and V.1, respectively, the 
components of v parallel and perpendicular to k. 
Whenever required by clarity, we will write func­
tions f(v) of the vector v in the forms f(v.1' v). 
Multiplying now both sides of the kinetic equation 
(2.23) by the test function U(V.1' v) and integrating 
over v, the last term in (6.4) gives a contribution 
of the following form to oe(U): 

(6.5) 

For positive times the contour of integration is 
closed in the lower half-plane. In the unstable case, 
the pole v = r _ is thus within the contour, whereas 
v = r + is outside. The functions Mv) and Mv) have 
poles far down in the lower half-plane, and thus 
give rapidly damped residues which are neglected 
in order to be consistent with our approximations. 
This asymptotic result of cutting all the poles but 
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the one in t _ is achieved by replacing the integrand 
in (6.5) by 

-l-{Mt_) + Mt-) }. 
v-t- t--t+ 

Consider now the stable case. The pole v = t - is 
now outside the contour whereas v = t + has moved 
inside. An argument similar to the previous one 
shows that the asymptotic form of (6.5) is obtained 
by replacing the integrand by 

1 -ik(r+-r-)t f2(t+) ---e . 
v-t+ t+-t-

As a result of this discussion, the consistent asymp­
totic forms of the kinetic equation (2.23) are 

() 2 J dk k- 2 ,. {qk(V; 0) a,q; v; t = -Wp . 1,A·a € (v) 

(unstable), (6.6) 

and 

a (v' t) = - 2 J dk k- 21,K' a {qk(V; 0) tq; ,Wp € (v) 

+ 7: dk(v) J dVI 5_(v - VI) 

X R(v1; 0) + 27ri _1_ 
(VI - t+)(VI - t-) k v - t+ 

X e2k'YotR(t;~ t+ - t-) [dk(v) - dk (Vl. , t+)l} 
1,1'0 

(stable). (6.7) 

Let us now write these expressions more ex­
plicitly. We first note that the residue in w = 0 is 
exactly identical in form to the function F k (Vi 0+) 
appearing in (2.22) i hence it gives precisely the 
"normal collision term" e { q;} defined in Eq. (1.2). 
The other terms, rewritten explicitly by using (5.1) 
give the following expressions: 

a,q;(V; t) = e{q;} + JJ{q;; t}, (6.8) 

with 

(unstable), (6.9) 
and 

J/{q;; t} = 4e:c J dk k- 4k.a D(t) 
m k·v - kt+ 

X k·a{q;(v) - q;(Vl.' t+)} (stable). (6.10) 

The time-dependent coefficient D(t) is defined in 
both cases by 

2k'Y 0 t - (r ) - (r ) 
D(t) = e __ q;+ ~+ - q;- ~ - . (6.11) 

2il'0 u (t +)u (t-) 

7. MECHANISM OF EVOLUTION 

The discussion of the detailed mechanism of evolu­
tion of an initially unstable plasma has to await 
further investigation of the properties of Eq. (6.8), 
in particular, the study of some simple examples. 
However, we may draw some qualitative conclusions 
from the form of this equation. 

Equation (6.8) has the general structure of a 
Fokker-Planck equation, i.e. it contains a friction 
term and a diffusion term. A characteristic feature 
of the equation is the exponential time dependence 
of the diffusion and friction coefficients. The latter 
are, moreover, functionals of the distribution func­
tion; hence their form changes as the latter function 
evolves in time. The zero t + of the dielectric constant 
is itself a functional of q;(v). Hence the overall 
process is a very complex nonlinear friction and 
diffusion phenomenon in velocity space. 

We keep in mindlo
-

12 the fact that an unstable 
plasma is characterized by a velocity distribution 
with two humps, which are sufficiently widely 
separated. Both friction and diffusion are stabilizing 
agents: the first brings the two maxima closer to­
gether, the second one broadens them. As a conse­
quence, the zero t + will move down until the critical 
separation of the maxima is attained. At this point, 
the zero r + attains the real value Wo (neutral sta­
bility) and the plasma is stabilized. The exponential 
time dependence of the friction and diffusion coeffi­
cients make this process more effective the more un­
stable the plasma (i.e. the larger 1'0)' The transition 
through the neutral point will be discussed below. 
The evolution of the weakly stable plasma resulting 
from this process then continues towards thermal 
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equilibrium under the combined action of the normal 
collision term and of the extra term of Eq. (6.10). 
The latter becomes less and less effective as the 
plasma becomes more and more stable (i.e. as r + 

moves down in S_). In the final stage, this term 
becomes negligible and the plasma evolves towards 
equilibrium under the action of the normal collision 
term alone. 

We now study more closely the transition through 
the neutral stability and show that the two forms 
of Eq. (6.8) go continuously into one another. The 
discussion is most clearly performed on Eqs. (6.6) 
and (6.7). We first note that, although the first 
bracketted term in the r. h. s. has the same form in 
both equations, its behavior is different in stable 
and unstable cases. Indeed, introducing again a test 
function U(v) and integrating over v, as was done 
in Sec. 6, we obtain schematically the following 
contributions: 

(a) Qk(V1., r-; O)/u-(r_) + Sum of residues 

at poles of qk in S_ (unstable case), 

(b) Sum of residues at poles of qk in S_ 

(stable case). 

We see that there is an extra term in the unstable 
case. But the contribution of this extra term is 
exactly canceled by the third term in (6.6). Hence 
we may write the following equivalence relation in 
the sense of distributions: 

{
Qk(V1.' v; 0) _ qk(Vl., 5"-; 0) } 

E -(v) (v - 5" _)u (r -) unstable 

{
qk(Vl., V; O)} 

"-' E (v) stable" 

It is easily seen that the integral terms in both equa­
tions tend towards the same limit as 'Yo - O. Consider 
now the last two terms in Eq. (6.8). They have 
the following limit as 'Yo - 0: 

2; {-1rio+(v - wo) dk(vl., wo) + 1rio_(v - wo) 

X dk(v1., v)(l + 2k"!ot + ... )} Hew?; 0). 
2z,,!o 

It is easily verified that, for reasons of parity in k, 
only the 0 part of the 0", functions contributes to 
the kinetic equation. Hence the divergent parts 
cancel each other and there remains a term pro­
portional to dk(v 1., wo). This term, however, vanishes 
because iP'(wo) (for real wo) is the imaginary part of 
e+(wo), and this implies in turn that k·a !p(Vl.' wo) =0. 
The same argument shows that the exponential 
term in (6.7) also vanishes at neutral stability. This 
achieves the proof that the two forms of the kinetic 
equation go over continuously into one another. 

In conclusion, we may point out that Eq. (6.8) 
deserves special interest from the point of view of 
the general nonequilibrium statistical mechanics. It 
is a Markoffian equation, in which however the non­
Markoffian contributions leave a trace even for 
long times. Such a situation is not possible in the 
case of ordinary gases with short-range interactions 
(where the poles of the resolvent are fixed only by 
the interaction potential). In a plasma, however, 
the position of the poles of the effective resolvent 
depends on the form of the velocity distribution, 
and can move quite close to the real axis or even 
cross it, as it does in the present problem. 

We intend to study in subsequent papers the 
further details of the mechanism of evolution of un­
stable plasmas, as well as other aspects and ex­
tensions of the present theory (density correlations, 
inhomogeneous systems, etc.). 
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Applying Hunziker's method to the clli3e of Dirac potential scattering, we prove analyticity of 
the T matrix in energy and momentum transfer. Our conditions on the potential are somewhat weaker, 
and the domains of analyticity contain the known ones Ili3 special clli3es. 

I. INTRODUCTION 

WE discuss the analytic properties of the scatter­
ing amplitude, or the T matrix, for the scat­

tering of a positive energy Dirac particle from a 
central potential. 

Following a suggestion by Hunziker,l that the 
method he developed to discuss the Schrodinger 
scattering amplitude be also applicable in the Dirac 
case, we use essentially his method. To derive the 
regularity properties of the T matrix, we use directly 
the general functional analytical properties of the 
integral equation and its kernel. No series develop­
ment is used. Since the only known discussion of 
this case is the one of Khuri and Treiman,2 we adopt 
their notation basically. 

In the second section, we consider the scattering 
equation as a functional equation in the space of 
the continuous and bounded functions. We then 
establish conditions on the potential, in order that 
the integral operator KV be bounded. 

We can show that KV(k) is also completely con­
tinuous for k in the upper half-plane. Therefore, the 
Fredholm alternative applies. From this we get all 
the necessary information on the wavefunction that 
we need to discuss the transition matrix. 

We show that, for a wide class of potentials, the 
T matrix is regular in the energy and momentum 
transfer variables, each in an established domain. 
The restrictions on the potential are naturally 
stronger than in the Schrodinger case, but less re­
strictive than in reference 2. Since we have to deal 
here not only with a single equation but with a set 
of coupled differential equations, the discussions are 
somewhat more involved than for the SchrOdinger 
equation. In order to preserve continuity, we have 

t This work is blli3ed in part on the author's MS thesis, 
submitted at Eidgenossische Technische Hochschule, Switzer­
land, (September, 1961). 

* Supported by the U. S. Air Force. 
1 W. Hunziker, Helv. Phys. Acta 34, 593 (1961). 
2 N. N. Khuri and S. B. Treiman, Phys. Rev. 109, 198 

(1958). 

not omitted some short proofs which are given 
already in Hunziker's work. 

II. SOME PROPERTmS OF THE DIRAC 
SCATTERING EQUATION 

A. The Dirac Scattering Equation 

Consider the scattering of a Dirac particle of 
mass m, total energy E, in a central field VCr). Let 
us write the Dirac equation in the following form 
(h = C = 1): 

(1) 

Here 1/; is a four-component spinor wavefunction and 

HD = -ia'V + fJm 

is the free-particle Hamiltonian. a and fJ are the 
usual Dirac matrices. Denote by cp plane wave solu­
tions of the free-particle equation 

(E - HD)CP = 0, 

which are characterized by the energy and momen­
tum eigenvalues, as well as by their spin, namely 

cP = u(k)eik
'

X 

u(k) is a four-spinor normalized to 

utu = 1 , 

with k real and k = Ikl = (E2 
- m2)i, E ;:::: m. 

To describe the scattering of a particle with a 
certain initial momentum and spin (described by cp), 
we look for a solution of (1) that has the asymptotic 
behavior of a plane wave plus an outgoing spherical 
wave: 

1/; ---+ [eik
•
x + (eikr !r)fop]u, 

r~w 

where fop is an operator in spinor space. This bound­
ary condition is automatically incorporated in the 
integral equation formulation of (1) which in opera­
tor notation can be written 

1/; = cP + lim (E - HD + if)-lV1/;. (2) 
' ..... +0 

1020 
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The fonnal solution of this equation is 

1/1 = q, + lim (E - HD - V + iE)-IVq,. 
E-+O 

We only discuss the scattering of particles (E ~ m) 
explicitly, the connection with antiparticles is given 
in reference 2. 

Using the outgoing wave Green's function 

Go(x, y) = (-1/41r)(lx - y[)-l exp [ik Ix - yl]' 

we can write (2) 

if;p(x) = q,p(x) - ,L J (E - ia· V x + (jm)p. 

X (Ix - y\)-l exp [ik Ix - yllV(y)if;.(y) d3y. (3) 

Here we have just for once indicated the spinor 
indices (Greek subscripts). We shall drop them from 
now on, and all our further notation has to be con­
sidered as a matrix notation, with the straightfor­
ward implication on nonns and absolute values to 
be taken for each matrix element and spinor com­
ponent. 

Our method allows us to carry out the discussion 
of the functional analytical properties of the Dirac 
scattering functions directly on Eq. (3). We do not 
need any further iterations or the second-order 
equation. Let us introduce in (3) the following 
notation: 

if;(x) = u(k) exp [tK'X] 

+ J d3y K(x, y)V(y)if;(y), (4) 

with 

K(x, y) = [E + (jm - iak(iJ/iJxk)]GO(X, y). 

In this fonn one could extract the bracket from the 
integral. Since integral operators are much handier, 
however, than differential operators, we leave it 
and do also the differentiation on Go(x, y). Thus we 
get for the kernel K, which we split for later use 
into two characteristical tenns, 

K(x, y) = (E + (jm + kaj I~ :::: ;1)Go 
+. Xj - Yj Go 

taj Ix - yl'/x - yl 
In the operator notation, (4) becomes 

if; = q, + KVif;. (5) 

B. Conditions on the Potential 

In this section we establish the conditions on the 
potential, in order that the operator KV has a 

finite nonn. We show that, for the complex k, KV 
is completely continuous in 1m k > O. These are 
the conditions on an integral equation of the second 
kind that the Fredholm alternative applies. 

Define the norm of if; by 

11if;11 = sup I if; ,(x) I· (6) 
X,i 

The x means that we have to take the supremum 
of the absolute value for all x, and the i is set to 
indicate that this has to be done for all spinor 
components. 

At first we shall look for a solution of (5) in the 
space of C which contains all continuous and 
bounded functions. C is a complete space, nonned 
with (6); therefore, we are working with elements of 
a Banach space. 

Define the nonn of an operator ° by 

11011 = sup 110if;11 if; E C and 11if;11 S 1. 

We prove in Appendix I that this nonn is finite for 
our operator KV in (5) under the following assump­
tions on the potential: 

1M I V(x) I dx < 00 I. 

J: x I V(x) I dx < 00, II. 

1'" x' I Vex) 11+· dx < 00. III. 

M is an arbitrary point (0 < M < 00), and III 
has to be fulfilled for some number E (> 0), which 
may be chosen arbitrary small. 

The question now arises if condition III is actually 
stronger than I and II together, or if it is only a 
consequence of our technique. 

We can show that for potentials which in the 
neighborhood of a singularity can be given by a 
term Ax -k, III is fulfilled if k is such that I and 
II are fulfilled. 

Proof: (a) I is stronger than III at x = O. 
From I we have [v (x) I < l/xk with k < 1. III gives 
J~ x·x-(l-a)(1+.) dx < 00, with k = 1 - a. We 
have k' = 1 - aE - a and this is smaller than 1 
for E < 1. 

(b) II is stronger than III at infinity. 
From II we have [v (x) 1 < l/xk with k > 1. 
III gives: J;; x' X O + a) (1+.) dx < 00, 1 - a = k. 
This is finite if 1 + aE + a > 1, or 0 < E < 1. 

(c) I and II together are sufficient for III 
at any intennediate point xo, (xo ~ 0, Xo ~ to). 
From I or II: J::~! [v (x) I dx < to. 
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From III: f::~~ W(x)l l
+< dx < <Xl, if we assume 

that Vex) has an insulated singularity at Xo. 

A transformation (y = Xo - x) brings the singu­
larity at the origin, where we are left with the sum 
of two integrals of the form 

1" I V(x) 11+· dx. 

But from I we have W(x)1 .::; l/x\ where k .::; l < 1. 
In order that also III exists, we must have k + 
E .::; l + E < 1; this can always be done by choosing 
a proper E. Q.E.D. 

For an integral equation of the type (5) in a 
normed vector space, the Fredholm alternative 
applies, i the kernel is completely continuous. That 
is, either 

(i) the resolvent R = (1 - KV)-l, IIRII < <Xl 

exists, 
or 

(ii) the corresponding homogeneous equation 
(system) 

1/; = KV1/; (7) 

has a nontrivial solution. 
Correspondingly, the domain of the k values, 

which is, so far, only the real axis, is divided into 
two complementary sets: 

(i) the domain of the resolvent, which contains 
those k values for which the first alternative is valid, 
and 

(ii) the spectrum which consists in the k eigen­
values of the operator KV. 

We show below, that we do not leave C if we con­
sider the homogeneous system (7) also for complex 
values of k in 1m k ;::: O. In Appendix II we prove 
that our kernel KV(k) is completely continuous in 
1m k ;::: O. Then the Fredholm alternative provides 
a way to prove uniqueness of the solutions of (5). 
One has only to show that the spectrum of (7) does 
not contain any real points. 

C. Bound States (Eigenvalues) 

The aim of this subsection is naturally to show 
that there are no real k eigenvalues except for k = O. 

Let us, for any k in 1m k ;::: 0, consider the solu­
tions of the homogeneous equation (7). 

Theorem 1. All 1/; E C which allow an estimate of 
the kind (ex = 1m k) 

i1/;(x) I .::; A(e-ax/x) for x ---7 <Xl 

form together a linear subspace Tee, which is 
mapped into itself under KV. 

Proof: Let q; = KV1/;, 1/; E T. Then \q;(x) \ .::; 

IIKVII. I 1/; (x) I .::; A(e-ax/x), since IIKVII is bounded. 
Theorem 2. All solutions of (7) are in T. 
To prove this we split V into a part Vo which has 

finite range and a rest V. 

V = Vo + V. (8) 

With this we get 

1/; = KV1/; = KVo1/; + KV1/;. 

We can choose Vo so that IIKVII < 1 and it is also 
clear that KVo1/; = 1/;0 E T. 

Then 1/; = 1/;0 + KV1/;. But this is again an inte­
gral equation of the Fredholm type. Since IIKVII < 1, 
it can be solved by iteration, therefore, it has a 
unique solution in C as well as in T. But since Tee 
they coincide; therefore 1/; E T. 

In the case 1m k = ex > 0 the eigenfunctions are 
square integrable and we can interpret them as 
bound states. Then with the well-known procedure 
one can also show that the k eigenvalues are pure 
imaginary. Carter3 has shown that they lay between 
o .::; k .::; im and can only have a limiting point 
at k = O. The possibility of a decomposition of V, 
as done in (8), is sufficient to prove that there are 
only finite-many singularities in 1m k ;::: 0.4

•
5 

For the real part of the spectre we would like to 
show that it is empty except for the point k = O. 
This would secure the unique solvability of the 
scattering equation. 

The proof for a potential with finite range is 
easy and exactly the same as in the Schrodinger 
case. l The proof for an arbitrary central potential 
obeying conditions close to ours [I, II, III] has 
been given by Carter.3 He uses the fact that, for a 
central potential, the Dirac equation can be sepa­
rated, and then discusses the set of ordinary dif­
ferential equations. Since this proof is very involved, 
we do not give it here. 

For all the following, we make the assumption 
that the eigenvalues of the homogeneous scattering 
equation in the E plane lie on the real axis between 
-mand m. 

III. REGULARITY PROPERTIES OF THE T MATRIX 

For a central potential which satisfies the condi­
tions I, II, and III, the inhomogeneous scattering 
equation (5) has, for every real k 7'" 0, exactly one 
solution which is continuous and bounded and com­
posed by a plane-wave and a scattered-wave part; 

3 D. S. Carter, Thesis, Princeton University, Princeton 
New Jersey, 1952 (microfilm). ' 

4 A. Grossman and A. T. Wu, J. Math. Phys. 2, 712 (1961). 
6 F. Riesz and B. S. Nagy, Vorl. tiber Funktional Analysis, 

Nos. 66-76. 
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if; = c/>+ if;,. (9) 

The scattered-wave part behaves at least under 
the further condition 6 

IV. 

for large x asymptotically as an outgoing spherical 
wave, 

if;, ~ r- J exp [ikr]fopu for large r, 

where 

fop(E, rJ)u(k) = ~7rl (E + 13m + ia·k!) 

X J e-ikYV(y)if;(y) d3y, 

k' = k(x/x) rJ = ~(k',k), E = ±W + m2)!. 

The T matrix, also an operator in spinor space, is 
derived from the transition matrix: 

Using (9), this gives the following representation: 

Lemma 1. Regularity of KV(k). 
The following inequality holds for any k, k' if 

their imaginary part is bigger than or equal to zero: 

Therefore, 

IIKV(k) - KV(k')11 ::; Ik - k'I 2 L" y2 W(y) I dy 

+ Ik - k'll°O y W(y) I dy. 

These integrals are bounded under conditions I 
and IV. Consequently, KV(k) is a continuous func­
tion of k in 1m k ~ O. Carrying out a contour inte­
gration in this region, and applying Fubini's theorem, 
which is allowed since the integrals converge uni­
formly in 1m k > 0, one shows that KV(k) is regular 
in 1m k > O. 

Lemma. 2. RegUlarity of R(k). 
If ko is not an eigenvalue of the scattering equa­

tion, then R(ko) exists, and because of the con­
tinuity of KV(k), we have a complete neighborhood 
N of ko in which 

T'i = V(k' - k) + (c/>" Vif;.). (10) IKV(k) - KV(ko)I ::; 1/2 IR(ko)I for all kEN. 

Here V(k' - k) denotes the first Born approxima­
tion and is just the Fourier transform of the po­
tential with respect to the momentum transfer be­
tween initial and final plane wave. 

We wish to discuss the analytic behavior of 
T(E, cos () as a function of the energy and the 
cosine of the scattering angle, or of other suitable 
scattering parameters. To this end we first investi­
gate the behavior of if;(k, x) as a function of (com­
plex) k. 

A. Regularity Properties of the Resolvent 

Under the above conditions we may write 

if;(k) = R(k)c/>o(k) , (11) 

where R satisfies the Lippmann-Schwinger equation: 
R = 1 + KVR. The three functions in (11) are ele­
ments of a normed vector space and not just com­
plex numbers. But it is well known1

•
5 that the con­

cept of analyticity can be applied to elements of a 
Banach space, practically by just replacing the 
absolute value sign by the norm sign. Most theorems 
of ordinary analysis, and all which we need for the 
following, can just be transcribed in that way. 

• Our condition IV is necessary at this point since the 
Lemma of Pringsheim cannot be applied. [See Pringsheim, 
Math. Ann. 68. 367 (1910)]. 

Let 

S = R(ko)[l - KV(k)] 

1 - R(ko)[KV(k) - KV(ko)] 

1 - H. 

For kEN, IIHII < ! and S-l can therefore be given 
by a Neumann series 

S-l = 1 + H + H2 + ... . 
Since this series converges absolutely and uni­
formly for all kEN, 

R(k) = S-\k)R(ko) 

is regular in the whole interior of N. But we already 
know where R(k) exists, therefore, we obtain the 
following theorem: 

R(k) is regular in the half-plane 1m k > 0, except 
for finite-many singularities on the imaginary axis, 
which correspond to the bound states. 

B. Regularity of the Wavefunction if; 

For complex k, exp (ikx) is no longer bounded 
and the space C is too narrow for the solutions of 
the inhomogeneous scattering equation. We there­
fore consider the space C' containing all continuous 
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functions 1/t' (x) for which the following norm is 
finite: 

1\1/t'11 = sup le- a "1/t'(x)l· 
x.i 

a is a fixed positive number which we fix later. The 
correspondence 

(12) 

introduces an isometric mapping from C on C' and 
vice versa. Now we understand the scattering equa­
tion as a functional equation in C' and construct, 
with (12), the corresponding equation in C: 

1/t(x) = e,k.%-az 

- e::" J d3
y i~k:-~I V(y)e

a"1/t(y). (13) 

Everything we had up to now is valid for this new 
equation, if only we make V'(x) = V(x)e aZ subject 
to the same conditions as earlier V(y); therefore 

10'" yV· I V(y) I dy < <Xl. v. 

This is our condition on V(y) and a. 
The resolvent of (13) is in C and has the already 

known regularity and continuity properties. The 
same is true for the resolvent R'(k) of the scattering 
equation in C' because of (12): 

¢'(k) = u'(k)eik .%. 

U' itself, as spinor amplitude of the free-particle 
solution of the Dirac equation, is a regular func­
tion of E. It has, however, branch points as a 
function of k at k = ±im. With these exceptions, 
rf/(k) is a regular function of k with values in C' 
in the region 11m kl < a. Therefore, 

1/t'(k) = R(k)¢'(k) 

Here e and e' are unit vectors. The kernel KV(k) 
and the T operator are at first only given for real 
values of E and ~ and for 

E > +(m2 + ~2)!. 
Now we want to consider both functions also for 
complex values of the variables E and ~. Since 
they are originally defined as functions of k = 

±(E2 
- m2 )!, we have to make cuts into the 

complex-energy plane in order to define them un­
ambiguously. The cuts run from - <Xl ~ -m and 
from +m ~ + <Xl, and we choose the Riemannian 
sheet, so that the imaginary part of k is nonnegative 
(1m k ~ 0). Just above the real axis, the real part 
of k is positive for E > m and negative for E < -m. 
On the real axis for - m ~ E ~ m, k is pure imag­
inary. 

Corresponding to (10), we separate the T matrix 
into the first Born approximation and a rest: 

T = To(~) + T 1(E, ~), 

To(~) = V(k' - k) = J d3y e- 2 ;,.·YV(y). 

This is an even function only of ~ and regular on 
the strip; 

lIm ~I < la. 
To discuss T1(E, ~), we make a transformation 
with the whole scattering equation depending on a 
real parameter X. This allows us the most profit 
possible from the exponential decrease of Green's 
function, 

1/t~(x) == 1/t(x)eiAke .%. 

The transformE'd scattering equation becomes 

1/t~ = rf} + K~V1/tX, 

is also regular in 

11m kl < a, 1m k > 0, 

¢~(x) = exp [-i~e·x + i(P + Ak)e,xl. 

(14) K~ differs from K only in the exponent; 

k ¢ eigenvalue. 

Using (9), we can give the following results: 
1/t:(k, x) is, for fixed x, regular in k in the region 
(14), and for any fixed k in this region as a function 
of x, continuous and bounded (in C'). 

C. Discussion of the T Matrix 

We introduce as a new parameter, half of the 
momentum transfer (~). 

~ = l(k' - k) = ~e', 

P = l(k' + k) = Pe, 

e·e' = 0, 

p 2 = E2 _ ~2 _ m2 • 

exp (K~) = ik[lx - yl + Xe·(x - y)]. 

We can transfer all the old results on the new 
scattering equation if the real part of the exponent 
of K,(x, y) is not positive, i.e. if 

-1 ~ A ~ +l. 
So rf/(E, ~, x) is an element of C' if 

[1m ~)2 + [1m (P + Xk)]2 < a
2

• (15) 

Then it follows, in the same way as (14), 

1/t:(E, ~, x) is, for every fixed x, an analytic func­
tion in (15), except for two branch points at E = 
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+ (m2 + tJ. 2) i-the two cuts along the real E axis 
and the finite-many singularities in E between - m 
and m which correspond to the bound states. 

For every pair (E, tJ.) in this region, if;;(E, tJ., x) 
as a function of x is continuous and bounded. 

For T)(E, tJ.) we get the following representation: 

TI(E, tJ.) = (</1" Vif;~) = (</1" VKAV'h) 

-1 
TI(E, tJ.) = 41r (E + (3m + ia·k') 

X J d~x exp [-itJ.e'·x - i(P + Ak)e·x] 

X V(x)!/I;(E, Ll, x). 

From the preceding discussion, it is also clear that 
(15) gives just the condition that this integral 
exists. 

Up to the often-mentioned singularities, which 
come from the resolvent R(E), Tl (E, tJ.) is regular 
in the following regions: 

(1m Ll)2 + {1m [(E2 - tJ.2 - m~i 

+ >.(E2 _ m2)!]}2 < a2
, (16) 

and 

-1 ~ >. ~ +l. 
We see that it is necessary that 11m Lli < a. Then 

all pairs (E, tJ.) belong to such a region for which, 
furthermore, 

11m (E2 - tJ.2 - m2)'1 ~ 11m (E2 _ m2)!!, 

because then A can be chosen such that the second 
term in (16) vanishes. If, on the other side, 

11m (E2 
- tJ.2 - m2)!1 > 11m (E2 

_ m2)!j, 

then this term takes on a minimum for A = ± 1 
and this minimum is 

With this we can give our result: 

Tl (E, Ll) is regular in E and tJ. in the 
region 11m tJ.1 < a, and 

11m I(E2 
- tJ.2 - m2)!J - 11m (E2 

- m2)!1 

~ (a2 
- (1m tJ.)2)i 

up to the two cuts and the finite-many 
singularities between - m and m. (17) 

As an application of the above result, let us show 
the form of the domains of analyticity in two special 
cases. 

1. Regularity in cos (;I for fixed E > m 

For real E > m, the region of regularity (17) of 
TI (E, tJ.) is characterized by 

(1m tJ.y + [1m (E2 - Ll2 
_ m~!]2 < a 2. 

The relativistic connection between scattering angJe 
and momentum transfer is 

Ll2 
= t(E2 

- m 2)(1 - cos 8). 

Introducing this we find, for the domain (17), 

[1m (t(l - cos 0»iJ2 

+ [1m (t(l + cos 0»,]2 < a2j(E2 - m2
), 

(1m sin tol + (1m cos to)2 < a2 j(E2 - m2
). 

Let us put 0 = I{J + iif;; then cos 0 = cosh !/I cos I{J -

i sinh if; sin I{J, and this gives only a condition on !/I: 

sinh2 !!/I < a2j(E2 _ m2
). 

Similar to the SchrOdinger case for fixed !/I, cos 8, 
as a function of I{J, describes an ellipse with focal 
points at ±l. The boundary ellipse which contains 
the region of regularity is given by sinh tif; = 
a2 j(E2 _ m2

). 

2. Regularity in Momentum Transfer 

For which Ll may E vary in the whole, bounded 
E plane without violating (17)? (17) has to be valid 
for E = 0 and that means 1tJ.1 < a. 

We wish to show that this is also sufficient. Put 
tJ. = r exp (il{J). Then for all E, 

11m (E2 - tJ.2 _ m2)!1 

- lIm (E2 - m2)!1 < [r2 - (1m Ll?Jt . 

Proof: Introduce a complex parameter Z = a + ib: 

(E2 - m2 - tJ.2)~ = iLl cosh Z, 

(E2 - m2)! = itJ. sinh Z, 

1m (E2 - m 2 _ tJ.2)1 

= r(cosh a cos b cos I{J - sinh a sin b sin I{J), 

1m (E2 _ m2)! 

r(sinh a cos b cos I{J - cosh a sin b sin I{J). 

Now we have to verify that, for all a and b, the 
following inequality is true: 

I cosh a cos b cos I{J - sinh a sin b sin I{JI ~ I cos I{JI 

+ Isinh a cos b cos I{J - cosh a sin b sin tpl. 
After squaring both sides, 

cos2 b cos2 
I{J - sin2 b sinz 

I{J ~ cos2 
I{J + 2 I· •• I. 
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This inequality evidently holds. 

T, (E, ~) is, therefore, regular in E and ~ in the 
direct product of the circle I ~ I < a with the finite 
E plane, except the singularities (17). 

IV. REMARKS 

Reviewing, we see that our conditions on the po­
tential are naturally more restrictive than in the 
Schrodinger case, but they are weaker than the 
conditions in reference 2. 

There is one remark of caution to be made. Since 
our discussion proves only regularity in the finite 
E plane, we cannot say anything about the behavior 
of an expression like 

lim T(E). 
iEi~'" 

This is, however, necessary for the proof of dis­
persion relations. Khuri2 has shown that 

lim [T(E)/E] = 0, 
IEI-HXl 

at least if the Born approximation converges. Unlike 
the Schrodinger case, it is not proven up to now 
that, for high energies, the Born series converges, 
and to what expression it goes in the relativistic 
case. 
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APPENDIX I. THE NORM OF KY 

Let us put K = K, + K 2 , where 

Kl = (E + ~m + kai I~ :::: yj)Go, 
K2 = . Xi - Yi 1 Go 

-Wi Ix - yl'411" Ix - yl 

A. Nonn of the Operator KJ V 

Note that 

I

X; - Yil < 1 and Ila. Xi - Y;II Ix - y I - 1 Ix - y I 
is smaller than some constant N. With this we see 
that 

III Kl V,p d3yII ~ 11K, V,pl d
3
y < 

11,pIII(E + 13m + Nk)1 I IGoVI d3y. 

Since we only consider central potentials, we can 
always choose the coordinate system so that Vex) = 

Vex) and \V(x) I = F(x). 
With this we have 

Applying the identity 

1 I 1 f%+V 
-4 dn f(\x - y\) = -2 rf(r) dr, 

11" xy i%-ui 
I. 

we get 

1 I dn . (1 1) 1 
41r Ix _ yl = mm ~, y ~ y , 

and 

J IGo VI d
3
y ~ 1'" dy yF(y). 

11K, VII is, therefore bounded if we demand that 
the potential Vex) be a measurable function for 
which 

I Vex) I ~ F(x) and 1'" xF(x) dx < 00 I. 

B. Nonn of the Operator K2 V 

Here too, the absolute value of the first factor 
is bounded by a constant N, therefore, 

I\K21\ ~ N Ilexp [ik(lx ~ YI)]II, 
411" Ix - yl . 

Let us put \O=K2 V,p. Then II \0 (x) II ~ 11,p1l'IIH(x)lI, 
where 

H(x) = N J IV(y)1 d3 
411" Ix _ yI 2 Y, 

or 

1'" 1 J dn 
H(x) = N 0 dyy

2
IV(y)I'411" Ix _ y12' 

Again \V (x) I ~ F(x); then with the identity (1.1) 
we get 

N1'" + H(x) ~ -2 dy F(y) JL log IX y" 
o X X - Y 

or 

H(x) ~ ~ l~ F(y) 11 - ~llOg I~ ~ ~;~I 
N 1'" 1 + y/x + 2" 0 dy F(y) log 11 - y/xl' 
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But, with S = y/x, we have for all S > 0, 

11 - Silog 1(1 + 8)/(1 - S)I < Nl const. 

Therefore, 

H(x) < N2 10'" dy F(y) 

f'" 1 + y/x + Na 10 dy F(y) log 11 - y/xl ' 

where we have absorbed all the uninteresting con­
stants into N2 and N a. We give an estimate of the 
second integral, using Hoelder's inequality: 

[ f'" (1 + y/x )oJ1I. X 10 dy y-n
o 

log 11 _ y/xl ' 

where p and q are subject to the two conditions 

1 < p, q < GO 

and 

l/p + l/q = 1. 

First we choose q > 1, but arbitrary otherwise. 
Then take n = q-\ and substitute in the second 
integral S = y/x. The integral then reads 

= [ f'" dS ( 1 + S )OJI/0 
I 10 Slog 11 - SI . 

But this is bounded for any q > 0, because 
(a) for S ---t 0, the integral goes like so-I. 
(b) for S ---t GO, the integral goes like S- (1+0). 

(c) for S ---t 1, the integral goes like (log x)O, 
for x ---t O. 

In the first integral, we put P = 1 + E and, 
therefore, P/q = E, where E > 0, but may be chosen 
arbitrary small. 

This shows, that IIK2 VII is bounded if we have 
the additional conditions on Vex) IIV(x)1 ~ F(x)] 

fa'" F(x) dx < CD II. 

and 

fa'" y'F(y)l+E dy < CD E> o. III. 

The norm of the operator KV is, therefore, bounded 
if the potential Vex) is measurable and fulfills the 
conditions I, II and III. 

APPENDIX II. PROOF THAT KV(k) IS COMPLETELY 
CONTINUOUS 

To prove that KV is completely continuous, we 
first approximate it in norm with the aid of special 
potentials: 

Vn(x) = {V(X) for x :::; Rn and I Vex) I :::; M n> (11.1) 

o elsewhere. 

We discuss Rn and Mn later. KV = K1V + K 2V 
as before; 

IIKl Vn - Kl VII:::; Nl i. xF(x) dx, 

and 

IIK2 Vn - K 2 VII 

:::; N2 i. dy F(y) + Na i. dy y'F(y)I+E, 

where 

En = {y I y > R n , or F(y) > Mnl· 

One can choose here Rn and M n, one after the other, 
such that the right sides of the above equations 
become smaller than l/n. Therefore, 

lim IIKVn - KVII = O. 

If KV is completely continuous, it maps every 
bounded set into a compact set E: 

E = {~ I ~ = K V if; , II if; II :::; 1\ . (II .2) 

We prove (II.2) for the special potentials (11.1). 
To show that E is compact, it is enough to show that 
the functions ~ E E are all 

(a) uniformly bounded, 
(b) uniformly continuous at any point a, 

and, because our region is infinite, 
(c) for large x are uniformly majorized by a 

function g(x), for which 

lim g(x) = 0, 

(a) is evident from our proof of the boundedness 
of the operator KV. (b) was already shown for KI V 
in reference 1. There it was proven that the first 
derivatives are uniformly bounded. This cannot be 
done in the same way with K2 V, since it contains a 
term Ix - yl-2. If one differentiates ~ under the 
integral sign with respect to x, the integral no longer 
exists. We therefore approximate first K2(r) by a 
continuous differentiable function Ka(r). 
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Take, for instance, (r = Ix - y\): 

Kk) = 111" eikrfa(r) , 

fa(r) = {r- 2 

0-2(2 _ r20-2) 

for r 2:: 0, 

for r::::; 0; 

then 

lim IIK2V - KaVI! = O. 
a~o 

Proof: 

IIK2 V - Ka VII ::::; sup 4
M 1 r-2 d3y 

J: 7f r<6 

since the contribution for r 2:: 0 cancel. Solving the 
integrals, 

llK2 V - Ka VII ::::; Mo + ;2 ~ -h03 = iMo. 

Since cP = KVl{!, we have IIcp2 - CP2al\ ::::; j-Mo, 
where CP2a = K3 Vl{!, and CP2 = K2 Vl{!. The functions 
CP2a(r) are continuously differentiable and their deriv­
ative can be formed under the integral sign. We get 

laKa/arl ::::; Ca < CD, for all r, and 

therefore, 

lacpa(x)/axkl < tMR3Ca for all x. 

With this we can show the uniform continuity. 
Given E > 0, we first choose 0> 0 so that j-Mo < lE. 
With this, C. is fixed. Then we can choose a number 
1] > 0 so that lMR3Ca1] < lE. Now if only 
Ix - al < 1], we have 

Icp(x) - cp(a) I ::::; /cp(x) - CP.(x) / 

+ /CPa(X) - cp.(a) / + /cp,(a) - cp(a) / 

for all a and all cP E E. 
Therefore, the functions cP E E are uniformly 

continuous, even for all a, which is more than we 
required. 

(c) For all cP E E: I\cpll = IIKVl{!11 ::::; !IKVII, 
and this is 

We are only interested in the region x> R; there, 

(Ix - ylr l 
::::; (x - y)-l ::::; X-I (I - x-Iy)-l < X-ICI 

analog 

therefore, 

IIcpll::::; M I(E + {3m + Nk)1 (CI/xHR 3 

+ MN(C2/x
2HR3 == g(x). 

Q.E.D. 
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The Nature of the Axioms of Relativistic Quantum Field Theory. II * 
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This paper continues the study of the nature and interdependence of the axioms of relativistie 
field theory; attention is focused on the notion of relativistic invariance. The central result of the 
present paper is the derivation of necessary and sufficient conditions for a representation of the 
covariant free field to admit a unitary representation of the inhomogeneous Lorentz group associated 
with the field operator. It is shown that only the standard Fock-Cook representation has this property. 
The relevance of the requirement that the Lorentz group is represented by a unitary family associated 
with the field operator is exhibited by an analysis of the covariant representations of Shale and Segal. 
These representations involve extremal states which are not pure, and group representations by 
intertwining operators. 

I. INTRODUCTION 

I N relativistic quantum field theory! it is natural 
to assume, in accordance with the principle of 

relativity, that the correspondence cf>(x) ~cf>(Ax + a) 
of the field operators, imaging the change of frame 
represented by (a, A), must leave the algebra of the 
field operators unaltered, i.e., it must be an auto­
morphism. These automorphisms of the operator 
algebra preserve Hermiticity properties and con­
stitute a realization of the (inhomogeneous) Lorentz 
group. In conventional treatments of relativistic 
quantum field theory, it is also assumed that there 
must exist a family of unitary operators U(a, A) 
furnishing a (unitary, true) representation of the 
(inhomogeneous) Lorentz group and implementing 
the local automorphism: 

q,(x) ~ U(a, A)cf>(x)U-1(a, A) = cf>(Ax + a). 

Since the representations are assumed to be con­
tinuous, one can assert the existence of the ten 
Hermitian infinitesimal generators of U(a, A), and 
impose additional spectral conditions on these 
generators. It is usually assumed that there exists a 
unique invariant state called the vacuum, and that 
all other states belong to the continuous positive 
energy spectrum of the Hamiltonian (time-transla­
tion) operator. Of course there is no a priori reason 
to insist that the unitary family U(a, A) must imple­
ment the local automorphism. We may, then, dis­
tinguish several distinct concepts that enter the 
characterization of a relativistic field: 

(i) The local automorphism q,(x) ~ q,(Ax + a). 
(ii) A unitary family U(a, A) furnishing repre­

sentation of the Lorentz group. 

. * .Supported in part by the U. S. Atomic Energy Com­
lllUlSlon. 

1 For part I, see E. C. G. Sudarshan and K. Bardakci, 
J. Math. Phys. 2, 767 (1961). 

(iii) The local automorphism cf>(x) ~ q,(Ax + a) 
being implemented by the unitary family U(a, A). 

(iv) The existence of the (unique) vacuum. 
(v) The nonnegative spectrum of the Hamiltonian. 

While it is usual to include the requirements of So 

unique vacuum and of a nonnegative energy spec­
trum as well as of the local automorphism imple­
mented by a unitary family under the postulate of 
relativistic invariance, they are by no means es­
sential. We know of models in which the vacuum 
is not unique/,2 and nontrivial interacting models 
of quantum field theory exist in which the unitary 
family U(a, A) fulfills the representation and spec­
trum conditions, but does not lead to the local 
automorphism. 

It is also generally assumed that the field operator 
ring contains the unitary family U(a, A); loosely 
speaking this implies that the ten generators can be 
"built up" using the field operators. This apparently 
innocent axiom has the consequence that all theories 
with an invariant cyclic vacuum are in fact· direct 
integrals of theories with a unique invariant vac­
uum.a In the major part of the investigations in 
the sequel we shall assume that the family U(a, A) 
is contained in the operator ring generated by the 

2 It is amusing to note at this point that not only is the 
uniqueness of the vacuum not essential, but the vacuum 
itself may be dispensed with. The simplest example is pro­
vided by starting with the conventional free neutral scalar 
field ~x) in the standard Fock-Cook representation and 
constructing the Wightman polynomial <f>(x) = : .r(x): which 
can be shown to be a local field. [A. S. Wightman, CVUTS de la 
Faculte des Sciences de l'Universite de Paris, 1957-8; p. 57 (un­
published)]. It may be seen to be irreducible over all odd 
(even) particle states of the free field ,,(x). But in the set of all 
states of ,,(x) with an odd number of quanta, there is no 
invariant state! In spite of this, <f>(x) is a local field defined over 
these states and undergoing local automorphisms implemented 
by a unitary family. 

a T. F. Jordan and E. C. G. Sudarshan, J. Math. Phys. 3, 
587 (1962); D. Ruelle, Helv. Phys. Acta 35,147 (1962); H. J. 
Borchers, "On Structure of the Algebra of Field Operators" 
(Institute for Advanced Study, Princeton, New Jersey, pre­
print). 
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field operator, but discuss a class of field theories 
in which this is not so. 

The important question to be investigated is 
whether every relativistic field theory admitting the 
local automorphism has a unitary family U(a, A) 
implementing it. There has recently been con­
siderable interest in the nonstandard representa­
tions in field theory and in the possibility of break­
down of formal symmetry properties of the theory 
in the actual realization. It is then natural to ask 
if the unitary family U(a, A) exists for the non­
standard representations of any theory. In the follow­
ing sections, we investigate this question in detail 
for a free neutral scalar field: the result is somewhat 
unexpected. Within the framework of an irreducible 
representation of the operator algebra, only the 
standard Fock-Cook representation admits such a 
unitary family.4 This result, obtained within the 
axiomatic framework outlined, is most simply stated 
as follows: "Of all representations of the relativistic 
(neutral, scalar) free field, only the standard repre­
sentation obtains a manifestly covariant local uni­
tary transformation." The role of the irreducibilty 
assumption is seen from the results of Shale and 
Segal5 discussed in detail in Sec. 5; that, if it is 
relaxed, there exists a one-parameter infinity of 
theories in which a unitary family U(a, A) imple­
menting the local automorphism exist, but the spec­
trum conditions are violated in that the Hamiltonian 
is not positive definite (except for the Fock-Cook 
representation) . 

ll. AUTOMORPffiSMS AND REPRESENTATIONS OF 
THE FmLD RING 

Let £ be the (one-particle) Hilbert space of square 
integrable functions ifi(r) of the three-vector variable 
r. Then a unitary representation of the (proper, 
orthochronous) inhomogeneous Lorentz group is 
furnished by the choice6 

(hifi)(r) 

(pifi)(r) 

(jifi)(r) 

J w(r, r') ifi(r') d3r' 

-iVifi(r) 

-i(r x V)ifi(r) 

(kifi)(r) = ~ J (r + r')w(r, r')ifi(r') d3r'. 

(2.1) 

for the ten generators h, p, j, k of the group. We 
have used the kernel w(r, r') defined by 

• This statement refers only to the free field. The essential 
point is not the existence of the vacuum (compare reference 2), 
but the existence of the energy operator; see Sec. 3. 

61. E. Segal, Illinois J. Math. 6, 500 (1962). 
6 See, for example, L. L. Foldy, Phys. Rev. 102,568 (1956). 

This representation is irreducible7 and corresponds 
to a particle of spin zero and mass m. We shall 
denote the finite unitary transformation corre­
sponding to a Lorentz transformation (a, A) ob­
tained from these ten generators by the unitary 
operator R(a, A) in the space £. 

Let ua(r) be an orthonormal basis in £ so that 

J u:(r)u/I(r) d3r = oa/l. (2.2) 

We define the kernel e(r, r') by 

e(r, r') = Ti(211"f3 

x J exp [iq·(r - r')](q2 + m2)-1 d3 q. 

Let aa be a sequence of (unbounded) operators and 
let a! be their adjoints which satisfy the commuta­
tion relations 

(2.3) 

We shall call the ring generated by the operators 
the field ring. Then the (relativistic, neutral scalar) 
field operator is given by the constructionS 

q,(r, t) = ~ J e(r, r') exp (iht) 

X [aaua(r') + a!u:(r')] d3r'. (2.4) 

The field operator q,(x) = q,(x, xo) then satisfies the 
commutation relation 

[q,(x) , q,(x')] = i~(x - x') 

-i(211")-3 J (q2 + m2)! exp (tg·y) 

X sin IYo(q2 + m2)11 d2 q. 

Under the transformation 

ua(r) ~ R(a, A)u,,(r), 

the field operator q,(x) transforms locally: 

q,(x) ~ q,(Ax + a). 

7 This representation is not equivalent to the reducible 
representation obtained from a (local) relativistic wave equa­
tion with a (manifestly) covariant amplitude. To see this 
explicitly, we note that a local relativistic wave equation is 
invariant not only under the real Lorentz transformations, 
but also under complex Lorentz transformations. It is, in 
particular, invariant under the antichronous proper trans­
formation r -> -r, t -> -to But under this operation, fre­
quencies change sign; hence the "energy" must also change 
sign for the one-particle amplitude. This is of course true in the 
familiar spin-O, spin-1/2 and spin-1 covariant wave equations. 

8 For a detailed discussion see, for example, S. S. Schweber, 
An Introduction to Relativistic Quantum Field Theory (Row, 
Peterson and Company, Evanston, Illinois, 1961) Sec. 7. 
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By virtue of the invariance of the commutation rela­
tions under the change x .....-t Ax + a, x' .....-t Ax' + a, 
it follows that the local transfonnation ¢(x) .....-t 

¢(Ax + a) is an automorphism. 
We may now consider this automorphism of the 

field operator as being generated by a linear auto­
morphism of the field ring [rather than by a linear 
transfonnation on the u,,(r)]. For this purpose let 
us write 

Raila, A) = J ua(r)R(a, A)u~(r) d3r. (2.5) 

Then the local transformation of the field operators 
is equivalent to the linear automorphism 

(2.6) 

of the field ring. The question of the representation 
of the field operator is the same as that of the repre­
sentation of the field ring. 

The interesting question to be discussed now is 
whether these automorphisms of the field ring can 
be generated as inner automorphisms, i.e., whether 
there exists an operator family U(a, A) such that 

U(a, A)a"U-1(a, A) = L R"p(a, A)ap. 
p 

(2.8) 

Since Hermiticity relations are preserved by these 
automorphisms, if the representation of the field 
ring is irreducible, the U(a, A) would be a unitary 
family (apart from an unessential scalar). Even in 
the more general reduction into factors,9 if U(a, A) 
belongs to the field ring, the same property holds. 

m. LORENTZ COVARIANCE OF IRREDUCIBLE 
REPRESENTATIONS OF THE FmLD RING 

In this section we wish to investigate the auto­
morphism of the field operators more closely. We 
shall be particularly interested in the necessary and 
sufficient conditions under which there may exist 
an inner automorphism of the operator algebra for 
every Lorentz transformation (a, A). Let e be any 
one (or linear combination) of the ten generators 
h, p, j, k. Define 

eaP = J u!(r)eup(r) dar (3.1) 

in tenns of the basic set of one-particle wavefunc­
tions u"Cr). Let us also assume that we have an ir­
reducible representation (or, more generally, a 
factor representation) of the field ring. 

We shall now explicitly assume that U(a, A) belong 
9 Compare T. F. Jordan and E. C. G. Sudarshan, refer­

ence 3. 

to this ring.9 Let U(r) be anyone-parameter family 
belonging to U(a, A). Since U(r) constitute a one­
parameter unitary family on the Hilbert space JC 
on which the field operators are represented, by 
Stone's theorem,lo there exists a Hermitian generator 
E for this family in JC which satisfies the relations 

U(r) = 1 + irE + 0(r2), 

U(r)apU-1(r) = ap + idE, ap] + 0(r2). 

If U(r) is the unitary family corresponding to the 
generator e in the one-particle Hilbert space £, it 
follows then that 

aa.....-t L R"p(r)ap = a" + iT L e"pap + 0(r2). 
p ,B 

We have, on comparing the two transformations to 
first order in r, 

(3.2) 

Consider the operator 

F = L eapa!ap; 
a,p 

if it exists. Then it follows that (if F exists), 

[E - F, aa] = 0, 

so that in every irreducible (or factor) realization of 
the oscillator ring, E - F must be a scalar, which we 
denote by C. Hence if the operator F exists, the 
generator E has the form 

E = L e"p(a:ap + e"p) , (3.3) 
a,/1 

where ea/l may be chosen arbitrarily except insofar 
as to require 

On the other hand, we may show that if this struc­
ture (3.3) for E does not exist, there can be no 
operator associated with the oscillator ring which 
satisfies (3.2). To see this, let us consider the index 
a to be restricted to take on a finite set of values. 
Then the corresponding condition (3.2) states that 

The right-hand side exists by definition of the auto­
morphism. This is satisfied only if 

E = L a!( L ea~a/l) + 8, (3.4) 
" {J 

10 M. H. Stone, Ann. Math. 33, 643 (1932); J. von Neu­
mann, Ann. Math. 33, 567 (1932); F. Riesz and B. Sz-Nagy, 
"Functional Analysis," translated from French by L. F. 
Boron, (Frederick Ungar Publishing Company, New York, 
1955), p. 383. 
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where 

Le., e is associated with the oscillator ring a'Y' a~ 
where 'Y does not assume any of the N values 
aI, ... , aN' Since the subset aI, ... , aN is arbitrary, 
this can be true if and only if E has the form (3.4). 
Hence we have proved that the necessary and suffi­
cient condition for the existence of the operator 
E associated with the field ring is that, for a suitable 
set of constants e"il, there exists a nontrivial opera­
tor E of the form (3.3). 

Let now E, E' be the operators corresponding to 
the one-particle operators e, e' belonging to some 
group of continuous automorphisms. This implies 
that E, E' have the structures 

E = L e"il(a:ail + e"il) , 
".il 

E' = L e~il(a:ail + e~il)' 
",il 

with suitable constants e ail, e~il' Then we have 

[E, E'l = L L eape~,da:ail' a:,ail,l 
",il "',il' 

(3.5) 

It is important to note that on the right-hand side 
of (3.5) there are no constant terms. Hence the cor­
respondence between e and E expressed by (3.5) 
may now be further restricted by stating that if 
e = [e', e"l, then e"il = 0 in the expression (3,5) 
for E. Hence for such E we have 

(3.6) 

For the case of the Lorentz group, the ten gen­
erators h, p, j, k have this property; it follows that 
for any of these operators, the corresponding gen­
erator associated with the oscillator ring is given 
by expressions of the form (3.6). Hence the necessary 
and sufficient conditions for the Lorentz invariance 
of the theory, i.e., for the existence of a unitary 
family U(a, A) associated with the oscillator ring, 
is that the ten quantities H, P, J, K defined by the 
equations 

(3.7) 

all exist. 

We now observe that only in the standard repre­
sentation of the (finite-mass m, spin-O) field can the 
Hamiltonian exist, since 

H ~ L m5"ila: ail = m L a:a,,; (3.8) 
",il 

but the right-hand side is infinite (i.e. does not 
exist) for any representation except the standard 
one. ll It thus follows that, in the case of the rela­
tivistic (finite-mass, spin-O) field, none except the 
standard (Fock) representation is Lorentz-covariant. 
With unessential technical modifications, the proof 
can be adapted to any finite-mass free field. 

IV. SHALE-SEGAL STATES AND REDUCIBLE 
COVARIANT REPRESENTATIONS 

The Wightman formulation l2 of the free field is 
well known. It suffices here to say that in this 
formulation the existence of the ten generators of 
the Lorentz group and the existence of an invariant 
state (vacuum) are postulated. The analysis in the 
previous sections asserts that the nonstandard repre­
sentations of the free field do not fall within the 
Wightman framework. 

The relevant point here is that, by virtue of a 
familiar construction,12 .13 if we can define a linear 
functional over the field ring which is left invariant 
under the automorphism of the oscillator ring, the 
theory furnishes a unitary representation of the 
group of automorphisms. We outline the proof of 
this assertion. 

Let Q be a linear functional over the oscillator 
ring which is invariant under the Lorentz auto­
morphisms A -t Q(A), and the collection of linear 
functionals QB defined by A -t QB(A) = Q(BA), 
for any operators A, B. Then we can define a 
Hilbert space with a standard state wand operators 
0B associated with the elements B of the algebra 
defined by 

Q-tw; 

with the representation 

11 For readable accounts, see A. S. Wightman and S. S. 
Schweber, Phys. Rev. 98, 812 (1955); R. Haag, Lecture8 on 
Theoretical Physics edited by W. E. Brittin, B. W. Downs and 
J. Downs (Interscience Publishers, Inc., New York, 1961), 
Vol. III. 

12 A. S. Wightman, Phys. Rev. 101,860 (1956). 
13 I. E. Segal, Bull. Am. Math. Soc. 53, 73 (1947); I. 

Gelfand and M. Naimark, Mat. Sbornik 54, 197 (1943) (in 
Russian); M. A. Naimark, Normed Rings, translated by L. F. 
Boron, (P. Noordhoff Ltd., Groningen, The Netherlands, 
1959). See also R. Haag and B. Schroer, J. Math. Phys. 3, 
248 (1962). 
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for the operators flB • The scalar product is defined as 

(WB, WA) = O(B+ A). 

Let us now consider the automorphism of the oscil­
lator ring associated with R(a, A). Let A ~ A', 
etc. under this automorphism. Then WA ~ WA' etc.; 
but the scalar product becomes 

(WB' WA) ~ (WB" WA') = O(B'+ A') 

= O(B+ A) = (WB' WA), 

so that there exists the true unitary family U(a, A) 
in the Hilbert space which yields 

U(a, A)WA = WA" 

It satisfies, in particular, the property of leaving the 
standard state invariant: 

U(a, A)w = w. 

The representation is a true representation, and by 
Stone's theorem10 there exists generators for every 
one-parameter family. In particular, the ten gene­
rators of the Lorentz group all exist. However, there 
is no assurance that U(a, A) belongs to the oscillator 
ring. Nor is it guaranteed that the oscillator ring 
has an irreducible (a factor) representation. But it 
is true that the "vacuum state" W is cyclic with 
respect to the oscillator ring. 

If U(a, A) did belong to the oscillator ring, and 
if the vacuum is cyclic, then all irreducible (factor) 
representations into which the given representation 
may be decomposed have an invariant vacuum state, 
and the unitary family U(a, A) simultaneously de­
composes.9 Then, by virtue of the results above, it 
would follow that all the irreducible (factor) repre­
sentations must be the standard (Fock) representa­
tion of the oscillator ring. 

Two remarkable results concerning linear func­
tionals invariant under automorphisms have been 
presented by Segal5

; we state the results here without 
proof (and suitably paraphrased): 

Theorem (Shale): There exists an infinite one­
parameter family of invariant linear functionals 
on the oscillator ring and associated inequivalent 
representations of the oscillator ring. 

Theorem (Segal): Any universally invariant linear 
functional is a convex integral of these fundamental 
linear functionals. In every one of these inequi­
valent representations, except the standard Fock 
representation, the generator, associated with a one­
parameter automorphism corresponding to a posi­
tive-definite one-particle generator, has a partially 
negative spectrum. In particular, the Hamiltonian 
is not positive definite. 

In the Shale theorem, the universal invariance 
refers to an arbitrary linear automorphism corre­
sponding to an arbitrary unitary transformation 
in the space of one-particle wavefunctions. If we 
restrict ourselves to the linear automorphisms cor­
responding to the Lorentz group, it may be neces­
sary to weaken the theorem by omitting the second 
part of the theorem. Shale fundamental linear func­
tionals are defined as follows: Let A be any operator 
associated with a finite subset of oscillator variables 

Let D(n; (31, ... , (3N) be the projection operator 
associated with the operator L:f-I al3~al3l corre­
sponding to the eigenvalue n. Then consider the 
linear functional that assigns the numerical value 

Ec(A) = (1 - C)N L: en tr {AD(n; (31' 
n-O 

, (3N)}, 

(4.1) 

where tr corresponds to the trace relative to the 
finite subset of oscillators and 0 ~ C < 1. The 
universal invariance of the linear functional is appar­
ent since the projection operator D(n; (31, ... , (3N), 
as well as the operation of relative trace, are in­
variant under arbitrary linear automorphisms of the 
finite set of oscillator variables, corresponding to a 
finite-dimensional unitary transformation. 

Observing that the Shale linear functionals are 
invariant under the Lorentz automorphisms, making 
use of the linear functional construction, we have 
a unitary representation of the Lorentz group on 
a Hilbert space and an invariant state. If the 
unitary family U(a, A) belonged to the oscillator 
ring, the known result on the reduction of repre­
sentations of fields with an invariant vacuum state 
then assert that the representation is reducible,3 

and further, that in each of the reduced representa­
tions there exists an invariant state.9 But since 
Ec(1) = 1, 

Ec( L: a:aa) = lim (1 - ct 
a N_a:) 

'" 
X L: Cn·n·tr {D(n; (31, ... ,(3N)} 

n-O 

lim (1 - C)N i nC"(N + n ,-, 1)! = <Xl, (4.2) 
N-.'" n-O (N - 1) .n. 

it follows that not all of them can be standard 
representations. Hence the unitary family U(a, A) 
does not belong to the oscillator ring. 

These results point out that the Shale states 
furnish a new class of representations of an operator 
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algebra by linear operators, and its automorphisms 
by unitary operators, in terms of direct integrals 
of representations of the algebra which do not in 
general, furnish a representation of the auto­
morphisms. The unitary operators representing the 
automorphisms do not leave the component repre­
sentations of the operator algebra invariant, but 
in fact intertwine these component representations. 
We are then led to conjecture that the Shale states 
are not pure states even though they are extremal 
elements of the convex set of universally invariant 
states. To verify this conjecture, let us restrict our­
selves to a finite subset of oscillator variables; then 
the density matrix representing the state is 

PN = (1 - ct L CnD(n; fJI, '" , fJN)' (4.3) 
n-O 

so that tr {PN} = 1, but 

tr {p;} = (1 - C)2NL c2n tr {D(n; fJl! ... , fJN)} 
n-O 

= (1 - C)2N(1 _ C2)-N 

= [(1 - C)/(l + C)t ~ 1 = tr {PN}, 

for any value of N. 

V. DISCUSSION 

We thus find that the various aspects of relativistic 
invariance of quantized field theories imply different 
things, and to a large extent, these requirements are 
independent. We may have a local automorphism 
q,(x) ~ q,(Ax + a) but no unitary operator U(a, A) 
in a particular representation of the field operators; 
it then means that it is meaningless to talk about an 
energy-momentum operator and the spectral con­
ditions. This comes about since in an irreducible 
representation of a set of operators, it is not auto­
matic that groups of (linear) automorphisms of the 
operators get represented; in general such an auto­
morphism generates an inequivalent representation 
of the operator algebra. Since automorphisms of a 
Hamiltonian dynamical system are called canonical 
transformations, we see that not all canonical trans­
formations are unitary transformations. It is curious 
to observe that in the logical structure of dynamics, 
the primitive dynamical attributes of energy, mo­
mentum, and angular momentum are associated 
with automorphisms (canonical transformations) of 
the dynamical variables, rather than directly with 
functions of the dynamical variables themselves. 

On the other hand, the existence of a unitary 
family U(a, A) representing Lorentz transformations 

does not imply the local manifestly covariant trans­
formation: 

q,(x) ~ U(a, A)q,(x) U-I(a, A) ~ q,(Ax + a). (5.1) 

Such a theory may be constructed as follows: 
Choose the standard (Fock) representation of the 
free field. Then we can explicitly construct the 
projection operator to a two-particle state, follow­
ing a construction of von Neumann. 14 We have 

(P(a, fJ) = !a:a;(P(O)aaa.8' (5.2) 

Here (p(O) is the vacuum state projection operator: 

(p(O) = II (2~rl i: dX a i: dYa 

X exp [(xa + iYa)/ V2a al 
(5.3) 

which does not vanish by definition of the standard 
representation. Let V(al fJI; a2fJ2) be the Moller 
matrix for a relativistic interacting two-particle 
system. Such unitary MOller matrices exist. ls Now 
construct the field operator: 

y.,(x) = {I - L (P(al, fJI) }q,(x){ 1 - L (P(a2, fJ2) I 
al,PI a •. PI 

+! L L V*(alfJl; a2fJ2)(P(a2, fJ2)q,(X) 
al,{h a2.fJ2 

+! L L V(alfJl; a2fJ2)q,(x)(P(a2, fJ2)' (5.4) 
Ql.fjl a2.PI 

This field operator is unitarily equivalent to the 
field operator q,(x), since the transformation q,(x) ~ 
y.,(x) is equivalent to the unitary transformation 
in the Hilbert space of the field operator in which 
the "two-particle" states undergo the unitary 
transformation by the Moller matrix V(alfJl; a2fJ2). 
The resulting theory leads to nontrivial scattering 
in the two-particle channel, and only in that channel; 
it is hence highly artificial. On the other hand, the 
transformation of y.,(x) when q,(x) transforms by 
U(a, A), is by the family 

U'(a, A) = U(a, A) \1 - L (P(a, fJ)} 
a • .8 

These transformations are nonlocal, but are never-

14 J. von Neumann, Math. Ann. 104, 570 (1931). See also 
A. S. Wightman and S. S. Schweber, reference 8. 

16 T. F. Jordan, A. Macfarlane, and E. C. G. Sudarshan, "A 
Hamiltonian Model of Lorentz Invariant Particle Inter­
actions," (to be published). 
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theless unitary, and are obtained by a unitary trans­
fonnation on the family U(a, A). Consequently, the 
family U'(a, A) is a unitary representation of the 
Lorentz transfonnations and is in accord with the 
spectral conditions. However, since the transfonna­
tions under Lorentz transfonnations are non local, 
the elegant analyticity properties of the Wightman 
functions do not obtain for the "interacting" field. 

We have already seen that the existence of local 
unitary automorphisms of the field operator does 
not imply the existence of a vacuum state (invariant 
linear functional) even if the spectrum conditions 
are satisfied. On the other hand, from the Segal 
theorem, we see that a unitary family of local auto­
morphisms does not imply the spectrum conditions 
even if a vacuum state (invariant linear functional) 
exists. 

The lack of Lorentz covariance of the nonstand­
ard representations of the free relativistic field im­
plies that the so-called "thennodynamic limit" of 
the free field (in which the particle density is finite 
over all space) is not Lorentz-covariant. 

Instead of the relativistic field and covariance 
under the Lorentz group, we could consider other 
dynamical systems and other groups of auto­
morphisms. One familiar example of this type is a 
spin assembly with a ferromagnetic Hamiltonian, 
i.e., an infinite number of localized "spins" (con­
stituting a spatial lattice and with mutual inter­
actions favoring parallel alignment of spins). There 
then exist states of infinite spin ("ferromagnetic 
states") with the resultant spin of the ferromagnet 
oriented along an arbitrary axis in space ("along 
the direction of the trace magnetic field"). On the 
other hand, since the (interacting) Hamiltonian of 
the spin assembly is rotationally invariant, no direc­
tion is preferred over any other; it is usually stated 
that the ground state must be infinitely degenerate 
since every one of these states with the "infinite" 
spin has the same energy. In the light of the results 
stated before, it is clear that to refer to this phe­
nomenon as "degeneracy of the ground state" is 
misleading since each one of these states of infinite 
spin corresponds to a different representation; de­
generacy refers to states in the same irreducible 
representation of the dynamical system. It also 
follows that while there is a rotation automorphism 
of the spin algebra (which leaves the ferromagnet 
Hamiltonian unchanged), the "infinite spin" states 
do not furnish a unitary representation of these 
automorphisms. In other words the "ferromagnet" 
is not rotation-covariant, and its angular momentum 
is undefined. We can, however, construct the Shale-

Segal representations for the spin assembly in which 
ferromagnetic states are included; but in these 
representations the spin assembly is not irreducibly 
represented. In actual physical situations, one does 
not consider infinite spin assemblies, and it is clear 
that only a countable number of inequivalent repre­
sentations exist (corresponding to all values of total 
spins up to a maximum finite spin, and these with 
suitable multiplicities). However, the restriction of 
the inequivalent ferromagnetic states to a finite 
number of spins fonns a convenient starting point 
for a perturbation theory which may be useful below 
the Curie temperature. It is perhaps important to 
note that the existence of the various representa­
tions is purely kinematic (i.e., depending only on the 
operator structure of the dynamical system), and 
not on its dynamics (Hamiltonian); the dynamics 
merely help "stabilize" the states and make them 
occur in physically interesting applications. 

It is tempting to believe that the considerations 
outlined here apply to the structure of the representa­
tions of interacting fields. For the trivial nonfree 
system of theories involving Wightman polynomials2 

(since nonnal ordering is still defined 1), these con­
siderations certainly apply. But no result of this 
kind is known for any genuine interacting theories. 
(Nor does one know if there are genuine interacting 
field theories 1). For the time being, the relevance 
of these considerations to interacting fields must 
remain a hope. 

APPENDIX A. REPRESENTATIONS OF THE 
FIELD RING 

The question of the representation (see reference 9) 
of the field operator cp(x) is the same as the repre­
sentation of the ring aa, a:. The most familiar repre­
sentation of the field ring is the "Fock" representa­
tion furnished by all sequences of nonnegative inte­
gers In;}, with 2:7-1 n; < (X) considered as basis 
vectors of a Hilbert space so that 

., 
({n:ll), {n:2)}) = II o(n:l) , n:2»). 

i-I 

The oscillator variables aa, a: have the representa­
tion 

aa{n;l =n!{n; - Oa;/; 

a: In;} = (na + 1)! In; + Oaj l, 

so that the n; can be thought of as occupation 
numbers, and aa, a: as annihilation and creation 
operators. We shall refer to this representation as 
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the standard representation (or the Fock repre­
sentation). 

Inequivalent representations of indescribable mul­
tiplicity exist. An uncountable number of such 
representations is obtained by the above construc­
tion, but by relaxing the requirement that L:7-I n; 
be finite. We note that if In}!)} and In}2)} belong to 
the same representation, then L:~-1 In}!) _n~2) I < co. 

We may define equivalence of two sequences of non­
negative integers by requiring that L:~-I In}!) - ni2) I 
be finite; this is then reflexive, symmetric, and 
transitive, and consequently defines uncountably 
many equivalence classes of sequences of nonnega­
tive integers. Each sequence defines a representation 
of the oscillator ring, and there are uncountably 
many inequivalent representations. All these repre­
sentations are called "discrete." 

A multitude of inequivalent representations of the 
oscillator ring can be obtained as follows: Consider 
the transformation 

with 

L {V(a, (3) V*(a' , (3) 
fl 

- W(a, (3) W* (a' , (3)} 

Then btl, b! are also oscillator variables: 

[btl, bfl] = o. 
We can now construct the (uncountably many, 
inequivalent) discrete representations with respect 
to the oscillator variables. For almost all transfor­
mations V, W, these representations are inequi­
valent among themselves and in relation to the dis­
crete representations with respect to the primitive 
variables. The simplest class of such representations 
is obtained by considering an infinite set {,,~} of 
infinite subsets of the indices j, so that rand k 
run over an infinite set of values, and taking 

V(,,;, v;) 

W(v;, I'D 
O"Ok! cosh OCr), 

Oro Ok! sinh O(r). 

There are uncountably many such choices of param­
eters, and the discrete states with respect to these 
oscillator variables are inequivalent. 

A third class of representations is discussed in 
connection with the results of Segal and Shale in 
Sec. 5. 

APPENDIX B. REPRESENTATION OF GUAGE 
TRANSFORMATIONS 

There are cases in which a one-parameter group 

of automorphisms admit a unitary representation 
for one of the nonstandard representations of the 
oscillator ring. Consider the case of a charged (scalar) 
field Vt(x) and the one-parameter group of gauge 
transformations of the first kind: 

y;(x) ~ ei~Vt(x). 

This is an automorphism since it leaves the com­
mutation relations 

[Vt(x) , Vt*(x)] = iA(x - x') 

invariant. Since we have a charged field, y;(x) is 
no longer Hermitian, and the expansion in terms of 
one-particle function introduces two sets of oscil­
lators a", a!; ba, b!. The automorphism on the 
oscillator ring is 

i~ 
a,,~e a", 

+ -fA + 
a,,~e a", 

btl ~ e-i~ba, 

b! ~ei~b!. 

For a running over a finite index set, this auto­
morphism is generated by the unitary operator 

V(A) = exp {tA L: (b!b a - a!a,,)}. 
" 

If the (unbounded) hermitian operator 

'" 
Q = L: (a!aa - b!ba) 

a-I 

exists, then the unitary operator 

U(X) = exp (-iXQ) 

also exists, and generates the automorphism. In 
other words, we have a realization of the gauge 
transformations of the first kind provided Q defined 
by (3.10) exists. However this is not a necessary 
condition since it is sufficient if the operator 

<D 

Q' = L (a!aa - b!ba + ea ) 
a-I 

exists for suitable choice of the constants ea. Con­
sequently, every one of the discrete representations 
of the oscillator ring is gauge-covariant. The question 
of the gauge covariance of the continuous repre­
sentations is more complicated; in general they are 
not gauge-covariant. It is not known whether there 
are any gauge-covariant continuous representations 
of the oscillator ring. 
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It has been shown by Wolf that, if a field amplitude obeys the wave equation, then a derived field 
qUantity (the cross correlation or mutual coherence function), also obeys the wave equation. This 
result helps clarify the subject of partially coherent light; for example, a Huygens' principle for the 
propagation of intensity is a consequence. A generalization is presented: For that class of linear partial 
differential equations (p.d.e.'s) in which at least one independent variable, say t, does not appear in 
the coefficients, one can construct from a solution f(P, t), (P representing collectively the other in­
dependent variables) a generalized "cross-correlation" function F(P, t; P" t

" 
P2, ~ ••• ) satisfying 

the same p.d.e. asf(P, t); F is an integral over s of f(P, t + s) g (s, P" t
" 

P 2, ~ ••• ), where (P" t
" 

P2, 

~ ... ) are values of (P, t); for particular choices of the highly arbitrary g, F can be, for example, (a) 
the usual cross-correlation function, used by Wolf, (b) a higher-order correlation function, (c) the 
Hilbert transform of f(P, t), and (d) derivatives of f(P, t). For linear p.d.e.'s in which two or more 
independent variables have the above property, higher-dimensional or vector versions of F are obtain­
able. The existence of this (two-fold) generalization of Wolf's result suggests the possibility of other 
physical applications. 

1. INTRODUCTION 

I N recent years there has been considerable in­
terest in the theory of partial coherence of light 

as evidenced by a large number of papers on the 
subject. One of the prominent contributions has 
been some work by WoW concerning the propagation 
of the coherence function or the correlation function 
in a wave field. In particular, Wolf discovered that 
in a field governed by a wave equation (such as 
that of an optical disturbance), wherein the ampli­
tude propagates in space and time, the correlation 
function of this disturbance also will obey the wave 
equation and propagates in a similar manner. Wolf 
made use of this result in various problems dealing 
with partially coherent light; in particular, he showed 
that a kind of Huygens' principle for the propaga­
tion of intensity is a consequence. In the present 
paper it is pointed out that Wolf's result is a special 
case of a far more general result. 

First, considering the wave equation, many quanti­
ties other than the correlation function, which may 
be derived from a given solution, are also solutions 
of the original equation. For example, higher-order 
correlation functions also have this property. Second, 
this property may be extended to many equations 
other than the wave equation. It is hoped that by 
presenting this generalization of the previous result 
we may stimulate other applications in addition 
to those already made. 

* Presented at meeting of the American Physical Society 
at Seattle, Washington, August 1962. 

1 M. Born and E. Wolf, Principles of Optics (Pergamon 
Press, Inc., New York, 1959), Chap. 10. E. Wolf, Proc. Roy. 
Soc., London, A230, 246 (1955). 

2. DEVELOPMENT 

The previous work l considers the wave equation 

(1) 

and considers a solution f(P, t) where P represents, 
collectively, the spatial variables x, y, z. Forming 
the cross-correlation function or coherence function 

r(P l , tl , P2, t2) = av f(Pl, t, + t)f*(P2' t2 + t), (2) 

it is found that this also obeys Eq. (1), where 
(P" t,) or (P2 , t2 ) are taken to be the independent 
variables; i.e., (2) obeys the pair of equations 

(i = 1,2), (3) 

where \7~ is the Laplacian operator with respect 
to the coordinates Pi' In Eq. (2), av represents 
average with respect to t; (*) represents complex 
conjugate. As mentioned above, this result turns 
out to be useful; for example, Wolf combines it with 
the Kirchhoff-Helmholtz integral formula to derive 
a kind of Huygens' principle for the propagation of 
intensity in a wave field. 

Now consider that class of operator equations 

Lf = 0, (4) 

where the operator L acts on f, a function of inde­
pendent variables (x, y, z, w ... ); we require the 
following two properties: (1) if f(x, y, z, w ... ) is 
a solution, then we can change at least one of the in­
dependent variables, say z by a constant c and still 
achieve a solution, in other words, f(x, y, z + c, w ... ) 
is also a solution; (2) Equation (4) is linear. If 
Eq. (4) has the above two properties, which may 
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be briefly called (1) the shifting property, and (2) 
linearity, then we may achieve a large generaliza­
tion of Wolf's result. These two conditions are met 
by the class of linear partial differential equations 
for which at least one of the independent variables 
does not appear in the coefficients. A large number 
of the equations of physics are of this type including, 
of course, the wave equation (1). 

Assume that linearity holds and that the shifting 
property is true with respect to the independent 
variable denoted t (not necessarily time), and denote, 
collectively, the other independent variables by P; 
then it is seen that if f(P, t) is a solution of Eq. (4) 
then there is a generalized solution 

F(P, t, PI, tl , P 2, t2 ... ) 

= f ds f(P, t + s)g(s; PI, tl , P 2, t2 ... ). (5) 

By interpreting the highly arbitrary g and the limits 
of integration in various ways, we obtain, formally, 
various solutions F. We say "formally" since, of 
course, some of the indicated operations may, under 
certain conditions, produce divergent or mathe­
matically "nonexistent" functions. The following 
are some examples of (5): 

(a) If 

g(s) = (-d/ds)o(s) , (6) 

where o(s) is the Dirac delta function, we obtain as 
a solution the derivative 

F = (a/at)f(p, t). (7) 

(b) If g is interpreted as -1/1I's, and if the inte­
gration is taken between - <Xl and <Xl in a principal­
value sense, then we have 

F(P, t) = -1 fa> ds f(P, t + s) 
11' -<X> S 

= 1. fa> dt' f(P, t'~ , (8) 
11' -a> t - t 

i.e., F(P, t) is now the Hilbert transform2 of f(P, t), 
with respect to the variable t; since the Hilbert 
transform is defined for real functions, we have here 
taken f(P, t) as real. 

(c) If we take g as 

g = const f*(PI , t, + s), (9) 

we have 

2 J. Dugundji, IRE Trans. Info. Theory 4, 53 (1958); 
E. C. Titchmarsh, Introduction to the Theory of Fourier Inte­
grals (Claremont Press, Oxford, England, 1948), Chap. 5. 

F(P, t, PI, tl ) 

= const f ds f(P, t + s)f*(PI , t, + s). (10) 

Comparing Eq. (10) with Eq. (2), we see that this 
is essentially the cross-correlation function between 
the solutions for two different points, where the 
integral is taken in the "av" sense; that is, as the 
limit of the integral, ("const" being the reciprocal 
of the range in s, the range being extended to 
infinity) . 

It is to be noted that in Eq. (2) Wolf takes 
f(P, t) as complex, with imaginary part the Hilbert 
transform of the real part. In (b) above, we have 
shown that the Hilbert transform of a solution 
of Eq. (1) or of Eq. (4) is a solution, so this form of 
f(P, t) is encompassed in our treatment. 

(d) By taking 

(11) 

we obtain 

= const f ds f(P, t + s)f(PI , tl + s)f(P2 , t + s) .... 
(12) 

Expression (12) may be regarded as a generalized 
higher-order correlation function, so Eq. (5) thus 
includes this sort of generalization. If the shifting 
property holds with respect to more than one of 
the independent variables, higher-dimensional or 
vector versions of the generalized solution Fare 
available. 

3. CONCLUDING REMARKS 

For that class of linear-operator equations (4) 
obeying the "shifting property" (also referred to as 
invariance under the translation group3), the "gen­
eralized cross-correlation function" F, Eq. (5), may 
be formally constructed from a specific solution; F 
is then also a solution. 

Wolf's remark that the cross-correlation function 
in a wave field obeys the wave equation (1) is 
equivalent to a special case of our result. Perhaps 
other "physical" consequences of this generalized 
result can be added to those already found l for the 
case of partially coherent light. There may be cases 

3 E. Goursat, E. R. Hedrick, and O. Dunkel, A Course in 
Mathematical Analysis (Ginn and Company, New York, 
1917) Vol. II, Part II, pp. 86-99. 
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in which boundary conditions can be conveniently 
set up in terms of some form of F, instead of a more 
conventional "amplitude." Furthermore, analogues 
of the Kirchhoff-Helmholtz integral formula may 
be available in other areas. It may be of some 
interest to note that, by the use of this formula, 
one can set up a generalized Huygens' principle for 
the propagation of any nth power of the amplitude 

JOURNAL OF MATHEMATICAL PHYSICS 

in a light field (n an interger) or of the nth moment 
of the amplitude. 
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I. INTRODUCTION 

T HE use of random matrix models to explain 
the observed statistical fluctuations in the 

energy level spacings, energy-level widths, and ex­
pectation values of complex spectra is now a well­
established point of view.1

-
12 However, the diffi­

culties of extracting analytical results from such 
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models to compare to experimental data are con­
siderable, and this task has so far been accomplished 
only in special cases and with a tremendous display of 
analytical virtuosity.a-9 It is the purpose of this 
article to present a complete set of numerical results 
for one model to indicate what might in the future 
be obtained analytically and to provide much needed 
theoretical results to compare to experimental data. 
(We do not go into the data analysis in this paper.) 

II. THEORETICAL MODEL 

The model used in this paper is the invariant, 
independent Gaussian orthogonal ensemble in 10 
dimensions. l Thus the real symmetric Hamiltonian 
matrix (10 X 10) is distributed according to the form 

P(H) = C exp (-TrIr/4u2
). (1) 

where C is a normalization constant and u is the 
root-mean-square dispersion of the off-diagonal 
matrix elements. The parameter u is a scale factor, 
and is related to the mean distance D between 
levels by the approximate connection (valid for 
large N) 

(2) 

where in this paper we are concel1led with N = 10. 
The details of the numerical computations are 
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article to present a complete set of numerical results 
for one model to indicate what might in the future 
be obtained analytically and to provide much needed 
theoretical results to compare to experimental data. 
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II. THEORETICAL MODEL 

The model used in this paper is the invariant, 
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dimensions. l Thus the real symmetric Hamiltonian 
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where C is a normalization constant and u is the 
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described elsewhere.13 It is sufficient to note that a 
straightforward Monte-Carlo calculation was per­
formed in which 10 000 random 10 X 10 matrices 
were generated according to the distribution (1) 
and then diagonalized, and the resulting spectra 
were sorted to yield the results which are plotted 
in the graphs and tabulated in Table I of this paper. 
The eigenvector Gomponents were, of course, ob­
tained also, but since the eigenvector component 
distribution is well understood in this (invariant) 
case (for example, the marginal distribution of a 
single component is that of a component of a ran­
domly oriented unit vector in 10 dimensions-see 
reference 1), we do not discuss the eigenvector com­
ponents further since they feed naturally into the 
distributions of widths (transition probabilities) and 
expectation values which are discussed elsewhere.2

,14 

It has been shown by Mehta5 that an intimate 
connection exists between the circular orthogonal 
and circular symplectic ensembles. The connection 
is such that the spacing distributions in the circular 
symplectic ensembles are identical with alternate 
spacing distributions in the circular orthogonal en­
semble, i.e., the nearest-neighbor spacing distribu­
tion in the circular symplectic ensemble is the next­
nearest-neighbor spacing distribution in the circular 
orthogonal ensemble with the mean nearest-neighbor 
spacing of the circular orthogonal ensemble doubled, 
etc. 

It is suspected that a similar connection exists, 
at least in the infinite-dimensional limit, between the 

TABLE 1. Tabulation of Moments. 

Moment 1 

Spacings Neighbor 
o 1.001 

2.001 
3,001 
4.001 
5.001 
6.001 
7.001 
8.001 
9.001 

1 
2 
3 
4 
5 
6 
7 
8 

Eigenvalues All 
1,10 
2,9 
3,8 
4,7 
5,6 

-.001347 
.8404 
.6047 
.4156 
.2455 
.1066 

2 3 

1.316 
4.484 
9.590 

2.105 
11.09 
32.48 
72.21 16.67 

25.73 
36.78 
49.84 
64.90 
82.02 

.4327 
.7257 
.3795 
.1845 
.07075 
.01701 

136.1 
230.1 
360.6 
533.7 
756.7 

- .0004436 
.6432 
.2463 
.08655 
.02264 
.003376 

4 

3.925 
29.93 

116.1 
324.4 
738.7 

1468. 
2651. 
4448. 
7065. 

.2515 

.5845 

.1648 

.04257 

.007850 

.0007729 

13 K. Fuchel, Rita J. Greibach, and C. E. Porter, "Random 
Matrix Diagonalization-A Computer Program," Brook­
haven National Laboratory Report BNL 760 (T-282), Sep­
tember 1962 (unpublished). 

14 T. J. Krieger and C. E. Porter, J. Math. Phys. (to be 
published). 

Gaussian symplectic and the Gaussian orthogonal 
ensembles, but this has not yet been proven. If 
this connection does exist, then our computations 
for the Gaussian orthogonal ensemble may apply to 
the Gaussian symplectic ensemble as well. 

m. NUMERICAL RESULTS 

The numerical results are shown in Figs. 1-6. 
In Figs. 1-3 are plotted the histograms for the nine 
possible spacing distributions pk for 10 X 10 
matrices. The superscript k is the number of levels 
"in between" and ranges from zero to eight. The 
first four moments of these distributions are given 
in Table 1. 

It is perhaps worth noting that an "edge" effect 
was arbitrarily normalized out of the numerical 
spacing distribution computations. To understand 
what this means, consider a 4 X 4 matrix. In the 
resulting spectrum there are four levels, three 
nearest-neighbor spacings, two next-nearest-neigh­
bor spacings, and one next-next-nearest-neighbor 
spacing for each matrix diagonalized. It is obvious 
that if the mean nearest-neighbor spacing is D, then 
the mean next-next-nearest-neighbor spacing is 3D. 
However, because of the finite size of a 4 X 4 matrix, 
it is not true that the mean next-nearest-neighbor 
spacing is 2D since the two next-nearest-neighbor 

po 
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FIG.!. Histogram plots of the first three (k = 0-2) spacing 
distributions K4 as a function of x = BID for 10 X 10 matrices. 
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FIG. 2. The same Ill! Fig. 1, except that k = 3-5. Note that 
the abscissa scale does not begin at zero. 

spacings do not weight equally the three nearest­
neighbor spacings. In the computations, a mean 
spacing was computed for each pk and was found to 
deviate slightly from (k + I)D. This deviation was 
compensated for by scaling D for each pk so that 
the plots in Figs. 1-3 are arranged such that the 
mean value of x is exactly equal to k + 1. This can 
be seen from Table Ii of course, the higher moments 
are based on the same scale. 

Figure 4 shows the sum of all the p\ i.e., 
N-2 

paum = LPk. 
k-O 

(3) 

~ :~[ zs=: : :"" j 
p' :~t '2S:' : j 
p·:~r: 'Z;:: ~ 

4.0 5.0 .6.0 7.0 8.0 9.0 10.0 110 12.0 13.0 
x-SID 

FIG. 3. The same as Fig. 1, except that k ... 6-8. As in Fig. 2, 
the abscissa scale does not begin at zero. 

FIG. 4. Histogram plot of paum Ill! a function of x = SID. 

For a Poisson distribution which is appropriate for 
levels of many different symmetries, 

pk(X) = (xk/k!) exp (-x), 

so that in this case 

P~U::S80n ~fXJ 1. 

(4) 

(5) 

The repulsion effect for small x is clearly evident 
in the figure. 

Fig. 5 shows the semicircle law of Wigner15 for 
the single eigenvalue distribution. The semicircle 
law holds asymptotically for large N and has the 
form 

P(E/2oNi) = (2/7r)[1 - E2/4IiN]i. (6) 

The asymptotic law is clearly already very good for 
ten dimensions. Analytical expressions for the single 
eigenvalue distribution for all dimensions in the 
Gaussian ensemble have been obtained by Mehta 
and Gaudin.3 We show the Monte-Carlo results here 
mainly to indicate the correctness of the computer 
program. 

Because of the plus-minus symmetry of the input 
matrix element distributions, the first and tenth 
(in numerical order) eigenvalues are statistically 
equivalent except for sign. Thus, to increase the 
counting rate, the sign of the first eigenvalue was 
changed and the result grouped with the tenth 
eigenvalue. (We could have likewise plotted only 
half of the semicircle in Fig. 5 since it is symmetrical 
about zero.) Similarly the other eigenvalues can be 
paired off. The reSUlting histograms are shown in 

1.0 

0.8 

0.6 

t
p 

0.4 

02 

'0.5 

10.10 

o 0.5 La 1.5 
E!2~.,/N 

FIG. 5. Histogram plot of the semicircle law. Note that the 
ordinate is (!.".)P and the abscissa is E /2uNi. 

----
15 E. P. Wigner, "Statistical Properties of Real Symmetric 

Matrices with Many Dimensions" (invited address) Proc. 
Canadian Math. Congr. (1957), p. 174. 
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FIG. 6. Histogram plots 
of the individual eigen­
value distributions as ex­
plained in the text. Note 
that the abscissa is 
E/2oNl. 
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Fig. 6. (Moments of the distributions are given in 
Table I.) Thus we can see how the semicircle breaks 
down into its component parts. Another way of 
saying this is that the separate eigenvalue distri­
butions merge smoothly to form the semicircle, i.e., 
there is no energy gap in the spectrum. The absence 
of an energy gap is related to the symmetry of the 
matrix element distribution. 

It is planned to report in the future computations 
which show that breaking the symmetry of the 
matrix element distribution leads to an energy gap 
in the spectrum, with a characteristic departure 
from the semicircle law. 
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A representation is established for the multichannel S matrix in terms of a matrix function ACl, E) 
and a scalar function B(l, E), both holomorphic in the domain formed by the product of the whole 
finite I plane with the finite E plane, cut only along the left-hand dynamical cut. The representation 
satisfies the known analytic properties of S(l, E), and also all the generalized unitarity conditions of 
Peierls, LeCouteur, and Newton. The reality condition on S for complex I and E is guaranteed by a 
simple condition on A and B. 

1. INTRODUCTION 

T HE purpose of this paper is to write down a 
simple representation of the Schrodinger multi­

channel S matrix which will automatically satisfy 
all the unitarity conditions, the reality condition, 
and the analytic properties of S as a function of the 
two complex variables land E. The discussion is 
mainly kinematical in the sense that it involves 
only the general characteristics in the formulation 
of the SchrOdinger scattering problem, and does not 
depend on the details of the interaction. Most of 
the results are thus expected to hold even in the 
case of relativistic scattering of particles. For defi-

niteness, however, we may restrict ourselves to the 
class of potentials studied, for example, by Mandel­
starn. 1 It was shown1

•
2 that the single-channel S 

matrix is a meromorphic function of the variables 
land k in the domain formed by the product of the 
whole finite l plane, with the k plane cut along the 
imaginary axis from k = !i~ to i 00, and again 

1 S. Mandelstam, Ann. Phys. (NY), 19,254, (1962). The po­
tentials studied by Mandelstam are very restrictive. For the 
more general class studied by Bottino et al., all the discussion 
in this paper is unchanged except for the domain of analyticity 
on the I plane, namely the right half-l plane (Re I > - i) 
instead of the whole finite I plane. 

2 A. Bottino, A. M. Longoni, and T. Regge, Nuovo 
Cimento 23, 954 (1962). 
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FIG. 6. Histogram plots 
of the individual eigen­
value distributions as ex­
plained in the text. Note 
that the abscissa is 
E/2oNl. 
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matrix is a meromorphic function of the variables 
land k in the domain formed by the product of the 
whole finite l plane, with the k plane cut along the 
imaginary axis from k = !i~ to i 00, and again 

1 S. Mandelstam, Ann. Phys. (NY), 19,254, (1962). The po­
tentials studied by Mandelstam are very restrictive. For the 
more general class studied by Bottino et al., all the discussion 
in this paper is unchanged except for the domain of analyticity 
on the I plane, namely the right half-l plane (Re I > - i) 
instead of the whole finite I plane. 

2 A. Bottino, A. M. Longoni, and T. Regge, Nuovo 
Cimento 23, 954 (1962). 
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from k = 0 to - i <Xl. (Here p. is the inverse range 
of the potential of interaction.) It is more con­
venient in what follows to use the energy E = e 
as variable instead of k. S(l, E) is then meromorphic 
in the product of the finite l plane, with the E 
plane cut along the real axis from E = - hl to - <Xl , 

and again from E = 0 to + <Xl. The branch point 
at threshold (E = 0), studied by Bottino et al.,2 
is a "winding" point, and is purely kinematical 
and independent of the interaction. The cut from 
E = -1/ to - <Xl, however, depends on the po­
tential and involves the detailed dynamics of the 
system. In what follows we shall not have occasion 
to discuss the nature of this "dynamical" cut and 
our E plane will always be cut from E = -1/ 
to - <Xl. 

By multichannel scattering, we mean the case 
when the scatterer may have several excited states 
a, b, ... , with binding energies E a , E b, •••• The 
analytic properties of S (i.e. the element of the 
matrix S) as a function of l have been studied by 
Charap and Squires3 and others. For spinless 
particles, the analytic properties in l are the same 
as those quoted above for single-channel scattering. 
The analytic properties of S in the linear momentum 
for fixed complex l have been studied by Jaffe and 
Kim4 in the two-channel case. The analytic proper­
ties are similar to the single-channel case. The S 
matrix considered as a function of ka, and kb (where 
k., kb are the momenta in channels a and b re­
spectively) is meromorphic in the cut k.(kb) plane, 
cut from k.(kb) = tip. to +i <Xl, and again from 
k.(kb) = 0 to -i <Xl, when k. and kb are considered 
as independent variables. The generalization to more 
than two channels seems obvious. 

The variables k., kb' ... are however not inde­
pendent, but satisfy5 

(1.1) 

Considered as a function of E, S will thus have a 
series of winding points at E = E., Eb .. , , in 
addition to a left-hand "dynamical" cut along the 
negative real axis. Otherwise, the function is mero­
morphic in the whole finite E plane. 

3 J. M. Charap and E. J. Squires, Ann. Phys. (NY), 20, 145 
(1962). [I have been informed by J. Charap that the proof 
quoted here, though valid for spinless particles, is incomplete 
for particles of arbitrary spins. The proof has been completed 
in a later paper by the same authors.] I am grateful to J. 
Charap for this communication. 

4 A. M. Jaffe and Y. S. Kim, Phys. Rev. 127,2261 (1962). 
5 One may also easily consider the more general case when 

the scattered particle had different masses in different chan­
nels so that E = p.k.2 + Ea = Pbkb2 + Eb = "', where Pa, 
Pb are mass ratios for the different channels. We shall ignore 
this possibility, however, for simplicity. 

The unitarity conditions and related symmetry 
properties of the multichannel S matrix for integral 
l have been discussed by several authors.6

-
9 Take 

as illustration the two-channel case, with Eb > Ea. 
From the unitarity condition in the physical region 
above the threshold of both channels, one can deduce 
the matrix equation6 

S(k., kb)S( -k., -kb) = 1. (1.2) 

In the region Ea < E < E b, however, the channel 
b is not open, and we have a "little" unitarity con­
dition involving channel a only, which may be 
written as6 

Sa.(k., kb)S.a( -k., kb) = 1. (1.3) 

Note that (1.3) is independent of (1.2). LeCouteur7 

and NewtonS have found further relations between 
the matrix elements of S: 

Sbb(k., kb)Sbb(ka, -kb) 1, (1.4) 

Sa.(ka, kb)Sab( - k., kb) = - S.b(k., kb)' (1.5) 

All these symmetries are kinematical and inde­
pendent of the interaction. Whereas Newton's sym­
metry (1.5) does not seem to have any direct 
physical meaning, LeCouteur's relation (1.4) would 
be the "little" unitarity condition if Eb < Ea, 
and may thus be obtained by analytic continuation 
in the binding energy Eb from the region Eb < Ea 
to the region Eb > Ea. IO 

These relations (1.2)-(1.5) can be generalized to 
more than two channels, 9 the number of independent 
relations increasing as ""2N, where N is the number 
of channels. These conditions relate the values of 
the different S-matrix elements on different sheets 
of their Riemann surfaces, and thus represent rather 
stringent conditions on S as an analytic function. 
[For example, LeCouteur7 has shown that for inte­
gral l, (1.2)-(1.4) imply that all the matrix ele­
ments of S can be generated by a single analytic 
function defined on the same Riemann surface as 
that of S.] 

For complex l, the structure of the Riemann sur­
face becomes rather complicated and has infinitely 
many sheets instead of the usual 2N sheets. The 

6 R. E. Peierls, Proc. Roy. Soc. (London) A253, 16, (1959). 
7 E. J. Le Couteur, Proc. Roy. Soc. (London) A256, 115 

(1960). 
8 R. G. Newton, J. Math. Phys. 2, 188, (1961). 
9 K. T. R. Davies and M. Baranger, Ann. Phys. (NY), 19, 

383 (1962). . 
10 This analytic continuation in the binding energy Eb is 

immediately available in these simple models of multichannel 
scattering. Since one knows that S is analytic in ka and kb 
separately when considered as independent variables, Eq. 
(1.1) then shows that S is analytic in E and Eb separately 
with E. fixed. 
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conditions (1.2)-(1.5) no longer hold but have to 
be replaced by much more complicated ones. The 
question was asked whether a simple representation 
of S can be found which will exhibit all the known 
analytic properties of S as a function of the two 
complex variables land E, and at the same time, 
satisfy automatically all the symmetry conditions 
(1.2)-(1.5). Such a representation has been found 
in terms of a matrix function A (l, E) and a scalar 
function B(l, E), both holomorphic in the domain 
formed by the product of the finite l plane with the 
finite E plane, cut only along the left-hand dynamical 
cut. The threshold branch points are explicitly 
exhibited in the representation. 

By requiring that A * (l, E) = A (l*, E*) and that 
a similar condition holds for B, this representation 
of S will then also satisfy the reality (time-reversal) 
condition, which, in terms of S, is also rather com­
plicated for complex l because of the winding points 
at the thresholds. 

The representation is closely related to the 
Wignerll R matrix in the theory of nuclear re­
actions. 

The establishment of the representation and the 
proof that it has the required properties shall be 
presented in Sec. 3. The procedure is illustrated 
first for the single-channel case in Sec. 2. 

2. REPRESENTATION FOR A SINGLE CHANNEL 

Following Bottino et al., we write 

S(l, k) = [f(l, k)lf(l, ke-''')]e'''', (2.1) 

where f(l, k) is the Jost function for complex l 
and k. For nonintegral values of l, f(l, k) has a 
winding point at k = 0, such that 

f(l, ke-2
.,,) = f(l, k) + 2i sin ?rlf(l, ke-'''). (2.2) 

From time-reversal invariance of the problem, one 
shows that 

f*(l, k) = f(l*, k*e-'''). (2.3) 

From (2.1) and (2.3), it is easily shown that 

S*(l, k) = S-l(l*, k*). (2.4) 

From (2.1), (2.2), and (2.3), one can also show that 

S*(l, k) = S(l*, k*eir )e-2 ''''o + (1 - e- 2.",O), (2.5) 

and from (2.4)/2 

11 E. Wigner and L. Eisenbud, Phys. Rev. 72, 29, (1947). 
12 This formula connects the value of S on one sheet of 

its Riemann surface to the next and should thus be used for 
analytic continuation from the physical sheet to other sheets 
for complex l instead of (2.8), which holds only for integral 
values of l. 

S(l, k)[S(l, keir)e-2irl + (1 - e-2irl
)] = 1. (2.6) 

For integral values of l, the conditions (2.5) and (2.6) 
reduce to the familiar relations 

S*(l, k) = S(l, -k*), (2.7) 

S(l, k)S(l, -k) = 1, (2.8) 

which are, respectively, the reality condition and 
the unitarity condition written in analytic form. 
The conditions (2.5) and (2.6) are thus the correct 
extensions of the reality and unitarity conditions 
extended to complex land k. 

Introducing the function R(l, k) as follows, 

R(l, k) = _ik21+1 [S(l, k) + e2i "'l/[S(l, k) - 1], (2.9) 

we have 

S(l, k) = [R(l, k) - ik21+1e2irl]/[R(l, k) + ie'+1j. 

(2.10) 

R(l, k) is the generalization of the Wignerll R func­
tion to complex values of land k. It can readily be 
shown from (2.6)2 that 

R(l, keiU1f
) = R(l, k), U = 0, ±1, ±2, ... , (2.11) 

i.e., R is an even function of k regular at k = o. 
With E = e as variable, R is thus meromorphic in 
the domain formed by the product of the finite l 
plane with the finite E plane, cut only along the 
left-hand dynamical cut. [Henceforth, this domain 
shall be designated D(l, E).] Moreover, the converse 
is also true, i.e. if R is an even function of k, then S 
defined through (2.10) satisfies the unitarity condi­
tion (2.6), as is readily seen by substitution. 

Taking the complex conjugate of (2.9), and using 
(2.5), and (2.11), one finds that the reality condition 
on R reads 

R*(l, k) = e-2i "
,
OR(l*, k*). (2.12) 

Since R is meromorphic in D(l, E), one can write 

R(l, E) = e' 1f' [A(l, E)IB(l, E)], (2.13) 

where (since e'''' is entire) A and Bare holomorphic 
functions in D(l, E). For R satisfying (2.12), it 
shall be shown in Appendix A that one can always 
find A and B satisfying (2.13), and also13 

A *(l, E) = A(l*, E*); B*(l, E) = B(l*, E*). (2.14) 

Substituting (2.13) in (2.10), one then has the 
representation 

A(l E) - ik21 +1 
'

1fIB(l E) 
S(l k) =' e, (2 15) 

, A(l, E) + ie '+
1e' 1fIB(l, E) , . 

---
18 I am grateful to Professor Jost for pointing out that 

this is not immediately obvious, and also for a subsequent 
helpful discussion. 
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where A and Bare holomorphic in D(l, E) with 
E = e. Moreover, if A and B satisfy (2.14), then 
the representation satisfies all the known analytic 
properties of S as a function of land k, the unitarity 
condition (2.6) and the reality condition (2.5). 

In Sec. 3, we shall generalize (2.15) to multi­
channel scattering. 

3. THE MULTICHANNEL CASE 

Following the procedure of Jost and Newton14 

for the case of integral l, we write the Schrodinger 
equation in matrix form: 

(d2/dx~'J!(x) + K~(x) 
- [l(l + 1)/x2 ]'J!(x) = V'J!(x) , (3.1) 

where K is a diagonal matrix, with diagonal ele­
ments k", and k" is the momentum in the ath 
channel. V is a symmetric real matrix potential, 
where each matrix element satisfies certain condi­
tions, as, e.g., those required for Mandelstam's ex­
tension of the Regge formula. 1 We remind the reader 
that the actual form of the potential is unimportant 
in this discussion. 

We seek matrix solutions F(l, k, x) and cp(l, k, x), 
where FCl, k, x) is defined by the asymptotic condi­
tion F(l, k, x) ~ FO(l, k, x) and cp(l, k, x) by the 
boundary condition at the origin CP(l, k, x) ~ 
cpO(l, k, x). FO(l, k, x) and cpO(l, k, x) are both diagonal 
matrices with 

F~(l, k, x) = (!1t)1 

X exp [-i1rHl + l)](k"x)!H/';~(k"x), (3.2) 

cp~(l, k, x) = 21+!r(l + !)x!k:HJ1+!(k"x). (3.3) 

These solutions, F(l, k, x) and cp(l, k, x) may be 
defined uniquely by integral equations as in Bottino 
et al.2 We shall write down only the equation for 
F(l, k, x): 

F(l, k, x) = FO(l, k, x) 

+ {" G(l, k, x, ~) V(~)F(l, k, ~) d~. (3.4) 

The Green-function matrix G(l, k, x, ~) is a diagonal 
matrix with elements 

G,,(l, k, x,~) = il1rx!~![HI~l(k"~)H/';~(k,,x) 

- H/~Hk"~)H/~~(k,,x)]. (3.5) 

One may then define Jost matrix as the Wronskian 

F(l, k) = W[cp(l, k, x), F(l, k, x»), (3.6) 

and the S matrix, following Bottino et al.2
•
4 as 

S(l, k) = K!P-I(l, ke-ir)F(l, k)K-V"I. (3.7) 

14 See, e.g., R. G. Newton, J. Math. Phys. 1, 319 (1960). 

In the above formulas, we have used k to denote 
loosely the set of variables k", a: = a, b, C •••• Thus, 
e.g., by k -4 ke- i" in (3.7), we mean k" -4 k"e-;" 
for all a:. It must be remembered, however, that 
these variables ka are not independent but are 
related by (1.1), so that quantities like· the Jost 
matrix F(l, k) and the S matrix S(l, k) are functions 
of only one momentum (energy) variable which may 
be taken as E. Because of (1.1), and the fact that 
their definition depend explicitly on ka, these quanti­
ties, as functions of E, will be multivalued with 
branch points at E = E ", a: = a, b, c, ... , in ad­
dition to any further branch points they may have 
as functions of the ka's. It is thus convenient to 
keep the notation with k explicit (interdependence 
understood) in order to specify which branch of the 
functions we are considering. Thus, for example, 
ka -4 kae-'" with all other kt/s fixed, means that we 
take a circuit on the E plane once clockwise around 
the point E = Ea without enclosing any other 
branch point; while k -4 k e-;" in (3.7), means we 
take a circuit clockwise once around all the branch 
points E = E a , a: = a, b, .... 

We shall now study the branching properties of 
the quantities defined above in order to establish 
the required representation of the S matrix. From 
the property of the Henkel function and the defi­
nition (3.2), one sees thae 

F~(l, k"e- 2i ", x) = F~(l, k", x) 

+ 2i sin 1tlF~(l, kae- ir , x). (3.8) 

Since F/J(l, kfJ' x) depends only on kfJ and not on any 
other k" (a: ¢ (3), the circuit k" -4 k"e-2i " will 
leave all other F~(l, kfJ' x) unchanged. This may be 
summarized in the notation 

pel, k, x; k" ~ k"e-2i ") = pel, k, x) 

+ 2i sin 1rlFO(l, k, x; k" -4 k"e-i")p c" (3.9) 

where P" is the projection matrix into the ath 
channel, namely a diagonal matrix with unity as the 
a:th element, and all other elements zero. 

From the fact that G(l, k, x, ~) is regular at 
k" = 0, a: = a, b, C ••• , and the circuit relation 
(3.9) of FO(l, k, x), it can be seen by substitution 
that 

F(l, k, x) + 2i sin 1tlF(l, k, x; k" -4 k"e-;")p" 

satisfies the equation for F(l, k, x; k" ~ k"e-2h
). 

The solution F(l, k, x) thus satisfies the same circuit 
law (3.9) as FO(l, k, x). Notice, however, that 
F(l, k, x) is not in general diagonal, and the presence 
of the projection operator P" means that only the 
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ath column is altered by the double circuit around 
E = E", all other columns of F(l, k, x) remaining 
unchanged. 

It can readily be seen that the other solution 
<I>(l, k, x) is regular at k" = 0, so that the definition 
(3.6) and the circuit law (3.9) for F(l, k, x) imply 
that the Jost matrix F(l, k) satisfies the same circuit 
law (3.9). 

A similar investigation as above shows that in 
fact the ,8th column of F(l, k) is even under a change 
of sign of k", a ~ ,8, i.e., more precisely, 

F(l, k; k" ~ k"e-''')Pp = F(l, k)Pp, ,8 ~ a. (3.10) 

From the circuit laws (3.9) and (3.10) of the Jost 
matrix, one can deduce the branching properties 
of the S matrix at the thresholds E = E" from the 
definition (3.7). One may deduce relations between 
the matrix elements of S(l, k) and the matrix 
elements of S with the sign of a number of k's 
changed. These relations would be generalizations 
of the relation (2.6) to several channels, and also 
analytic continuations to complex 1 of the gen­
eralized unitarity conditions of Peierls-LeCouteur­
Newton.6

-
g These relations are, however, very com­

plicated and are, in fact, what we set out to avoid, 
and since they are, in any case, implicitly contained 
in the representation that follows, they are no longer 
discussed. 

Introduce next the Wigner R matrix in a similar 
way to (2.9) as 

(3.11) 

We wish to show, as in Sec. 2, that R is in fact mero­
morphic in D(l, E). By definition (3.11), R is mero­
morphic whenever S is meromorphic. The individual 
terms on the right-hand side of (3.11) have, however, 
branch points at E = E", a = a, b, c, ., .. To show 
that R is meromorphic in D(l, E), it is thus sufficient 
and necessary to show that these branch points 
disappear in the combination (3.11). We must, there­
fore, show that R is unchanged by a small circuit 
around E = E" (i.e. k" ~ k"e- i") for any a, i.e., 
the infinitely many sheets of the Riemann surface 
all collapse into the E plane. 

By definition (3.7), R may be written 

R(l, k) = -iKI+1[F(l, k)e· d 
- F(l, ke-i")fl 

X [F(l, k)ei"l + F(l, ke-''')e2
'
lfl lKI. (3.12) 

Consider now the circuit k" ~ k"e-''', with all other 
kp unchanged. Then Kl ~ KIC~, where C" is a 
diagonal matrix with e -." as the ath element and 
all other elements unity. Thus, 

(3.13) 

Also, using the circuit law (3.9), 

F(l, kj k" ~ k"e-''')e'''Z - F(l, ke-'''j k", ~ k",e-''') 

= F(l, k; ka ~ kae-''')e·''l 

- F(l, ke-'''; k" ~ kae''') 

- 2i sin 7rlF(l, ke-''')P a' (3.14) 

By circuit law (3.10), this may be rewritten as 

[F(l, k)e'''l - F(l, ke-''')][(1 - Pa) + e-'rU+l)P"l 

= [F(l, k)e'''i - F(l, ke-"")lCZ+ 1
• (3.15) 

Similarly, it can be seen that 

F(l, k; k" ~ k"e-''')e·''l 

+ F(l, ke-'
lf

; k" ~ k"e-''')e2
•

trI 

= [F(l, k)e'd + F(l, ke-''-)e2i "zlC z. (3.16) 

The factors CI
+

1 in (3.15) and CZ in (3.16) just 
cancel those from the K factors outside in the ex­
pression (3.12). R is thus invariant under the circuit 
k" ~ k"e-'" for any a. The meromorphy of R in 
D(l, E) is then established. 

We may then write each of the matrix elements 
in the form (2.13), where, without loss of generality, 
we may take B to be the same for all elements. 
Substituting into the definition (3.11) and solving 
for S, one has 

S = K-(I+tl(A _ iK21 +1e-·"IB) 

X (A + iK21 +1e-'''iB)-lKz+t. (3.17) 

This is the desired representation. A = A(l, E) is 
a matrix, and B = B(l, E) a scalar. Both A and B 
are holomorphic in the domain D(l, E). If A and B 
satisfy (2.14), then the reality condition of S is 
satisfied by the representation (3.17). That (3.17) 
satisfies all the generalized unitarity conditions of 
Peierls-Le Couteur-Newton6

-
9 is a matter only of 

algebra involving elementary properties of de­
terminants, and will be proved in Appendix B. 

We have thus proved (a) that the representation 
(3.17) is always valid with A and B holomorphic 
in D(l, E), and (b) that the representation satisfies 
the reality condition, the generalized unitarity con 
ditions, and all the analytic properties required. 
Such a representation might be useful for further 
investigation of the many-channel S matrix. For 
example, we see that Regge trajectories are given 
by a equation of the form 

(3.18) 

which shows the manner in which a Regge trajectory 
behaves at threshold, and as it crosses the threshold 
cuts into other sheets. 
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APPENDIX A 

We shall show that if R satisfies (2.12), then A 
and B holomorphic in D(l, E) may be found satisfy­
ing both (2.13) and (2.14). 

One may assume without loss of generality that 
A and Bin (2.13) do not have common zeros. Then 
(2.12) implies 

A *(l, E) = C(l*, E*)A(l*, E*), 

B*(l, E) = C(l*, E*)B(l*, E*), (A.1) 

where C(l*, E*) is any function of l*, E*. Since 
A (l, E) holomorphic in l, E implies A * (l, E) holo­
morphic in l*, E*, (A.1) requires that C(l*, E*) is 
meromorphic in l*, E* in D(l, E). (D is symmetric 
under the operation l, E -t l*, E*.) Since, by hy­
pothesis, A and B have no common zeros, C(l, E) 
by (A.l) has neither zeros nor poles in D(l, E), 
i.e., C(l, E) is entire. Taking complex conjugate 
of (A.1), 

A(l,E) = C*(l*,E*)C(l*,E*)A(l,E), (A.2) 

we have 

C*(l*, E*)C(l*, E*) = 1, (A.3) 

Then 

Spp(kp, kQ)Spp( -kp,kQ) = 1, (B.l) 

Spp(kp,ko)Spo(-kp,ko) = (-I)'+!Spo(kp,ko).(B.2) 

Consider two matrices C = (Cij), D = (d;;). 
Let C* = (C,~) be the matrix formed by replacing 
the first m rows of C by the corresponding rows of D, 
and similarly for D* = (dM. Thus, 

for 
i = 1, ... ,m, j = 1, ... ,N. 

Then D- 1 
= (D;.! ~), where ~ = det (d,;), D;; 

is the minor of dij in D. This gives, for A = CD-\ 
aij = N;J~, where N.; = Lk C,k D;k. 

We wish to show that 
m 

La;ia;~ = 1, for j = 1, ... ,m. 
i=1 

This follows, since with Cik = di't, C,~ = dil , 

m N m 

L Nj,Ni~ L d;~Di~ L dilD'l 
i",,1 1-1 i=1 

m 

+ L d;'tD;~ L d.,D'k 
kpl!l i-I 

+ L d,tD;~(- t dP1Dpk) 
k~l ~-m+l 

N 

= ~* ~ - L L d;tDpk L dp,D;t 
p=m+l k l 

except possibly where A (l, E) = O. A being holo­
morphic, can only have isolated zeros, and C must 
then satisfy 

the last term being zero since dp, = dp~ for p = 

(A.4) m + 1 and i ~ p. C*(l, E)C(l, E) = 1 

throughout D, by analyticity. 

Since C(l, E) is entire, C!(l, E) is also entire. One 
may then define two new functions 

A'(l, E) = [C(l, E)]! A(l, E), 

B'(l, E) = [C(l, E) ]!B(l, E), (A.5) 

which will then satisfy both (2.12) and (2.13), and 
remain holomorphic in D(l, E). 

APPENDIX B 

The generalized unitarity conditions of Peierls­
Le Couteur-Newton6

-
g may be best stated in the 

general case in the form of Davies and Baranger. 9 

Let the many-channel S matrix be partitioned into 
submatrices 

Similarly, it can be seen that 
m 

L a;;a;t = O;k for i, k ::; m, 
i=l 

and 
m 

L aj,a,~ = -a;p for i::; m, p > m. 
i-I 

(B.3) 

(BA) 

It only remains to be noted that the many-channel 
S matrix for integrall both in the form (3.7) and in 
the representation (3.17) is of the form C(k)C- 1 (-k) 
apart from factors of the diagonal matrix K. In­
verting the signs of a number of k variables corre­
sponds to the * operation above. Using the rela­
tions (B.3) and (B.4), it is then easy to demonstrate 
that the conditions (B.l) and (B.2) are satisfied for 
both (3.7) and (3.17) for integral values of l. 
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Relativistic Potential Scattering * 
REESE T. PROSSER 

Lincoln Laboratory, Massachusett8 Institute of Technology, Cambridge, Mas8achusett8 
(Received 16 April 1963) 

The scattering properties of the relativistic two-body problem, governed by the Dirac equation, are 
investigated. It is shown rigorously that the associated Hamiltonians are self-adjoint, that the as­
sociated wave operators exist, and that the scattering operator exists and is unitary, all under suitable 
conditions on the potential. These conditions on the potential are analogues of those required for 
the nonrelativistic two-body problem governed by the Schrodinger equation. 

INTRODUCTION 

IN recent years there has appeared a substantial 
body of literature devoted to a mathematical 

formulation of scattering theory. Most of this work 
has focused on the nonrelativistic two-body problem 
governed by the Schrodinger equation. Results ob­
tained so far include a proof of the self-adjointness 
of the associated Hamiltonians,1 a proof of the 
existence of the associated wave operators,2.3 and 
a proof of the existence and unitary property of the 
scattering operator,4.5 all under suitable conditions 
on the potential. The concepts involved here appear 
to be fundamental in any approach to scattering 
theory, and we may regard these results as a major 
contribution toward a rigorous description of the 
nonrelativistic two-body problem.6 

It is tempting to suppose that the methods which 
have proved so successful for the two-body problem 
might be used to obtain a rigorous description of 
some of the many-body problems of field theory. 
These problems, however, are all cast in relativistic 
form, and require an appropriate modification of 
non-relativistic techniques. As a first step toward 
these problems, we present here a study of the 
relativistic two-body problem governed by the 
Dirac equation. We show that the associated 
Hamiltonians are self-adjoint, that the associated 
wave operators exist, and that the scattering opera­
tor exists and is unitary, all under suitable conditions 
on the potential. The conditions required are given 
explicitly in the statements of the theorems below; 
they turn out to be the analogues of those required 
in the nonrelativistic case. 

* Operated with support from the U. S. Army, Navy, and 
Air Force. 

1 T. Kato, Trans. Am. Math. Soc. 70. 195 (1951). 
I J. M. Cook, J. Math. Phys. 36. 82 (1957). 
IS. T. Kuroda, J. Math. Soc. Japan 11, 247 (1959). 
• T. Ikebe, Arch. Rational Mech. Anal. 5, 1 (1960). 
I R. T. Prosser, "A Convergent Perturbation Expansion 

for Wave Operators," J. Math. Phys. (to be puhlished). 
S S. T. Kuroda, Nuovo Cimento 12, 431 (1959). 

1. GENERAL FRAMEWORK 

We shall deal throughout the paper with the 
following general framework: Let JC denote a sep­
arable Hilbert space, and 5) a fixed dense domain 
in JC. Let H 0 denote a symmetric operator defined 
on 5) which is essentially self-adjoint there.1 Let V 
denote a symmetric operator defined on 5) and 
majorized by Ho in a suitable sense, to be made 
precise below. Put 

H = Ho + V. (1.1) 

In this situation we have at our disposal a number 
of quite general theorems describing the properties 
of H in terms of those of Ho and V. We shall state 
here without proof those which are essential to our 
purpose. The first of them, established in 1951 by 
Kato, l runs as follows: 

Theorem 1.1. Suppose for each f E 5), V satisfies 

IlVfll $ a IIHofll + {3 Ilfll, (1.2) 

where a and (3 are positive scalars independent of f, 
and a < 1. Then H is essentially self-adjoint on 5). 

Proof: See Kato.1 

If H is essentially self-adjoint on 5), then we may 
form the one-parameter unitary groups exp (iHot) 
and exp (iHt) and define the transition operators 

U(s, t) = exp (-iRoS) 

X exp [iR(s - t)] exp (iHot). (1.3) 

In terms of the transition operators, we may define 
the incoming and outgoing wave operators 

w. = lim U(O, t), (1.4) 
t-+·O) 

whenever these limits exist in a suitable sense. Our 
next result, which is due to Cook,2 gives a criterion 
for the existence of these limits in the strong topology 
of JC. The criterion is expressed in terms of a one­
parameter family of potentials derived from V, 

Vet) = exp (-iHot)V exp (iHot). (1.5) 

1048 
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Theorem 1.2. Suppose that for each f in a dense It follows from (2.1) that ~(p) must satisfy 

subset of 1) we have ('YP _ m)~(p) = O. (2.3) 

i:'" "V(t)fll dt < 00. 

Then the wave operators W .. of (1.4) are defined in 
the strong topology of JC, and HW.. = W.H o. 

Proof: See COOk,2 or Kuroda.3 

Finally, we may define the scattering operator 

S = lim lim U(s, t), (1.6) 
8-t+ 0) t-t- co 

whenever these limits exist. Our final result gives a 
sufficient condition for the existence of these limits 
in the strong topology of JC. 

Theorem 1.3. Suppose V can be expressed as a 
product AB of two operators A and B defined on 1) 

and satisfying 
(a) A is bounded, 
(b) B exp (iHot)Af is defined for each f E 1), 

and liB exp (iHot)Afll ~ K(t) IIfll, 
where K(t) is independent of f, 

(c) i:'" K(t) dt < 1. (1.7) 

Then the scattering operator S given by (1.6) is defined 
in the strong topology of JC, and is essentially unitary 
there. Moreover, HoS = SHoo 

Proof: See Prosser.5 

For a discussion of the properties and physical 
interpretation of the wave and scattering operators, 
we refer the reader to references 6 and 7. 

2. RELATIVISTIC FREE-PARTICLE WAVE FUNCTIONS 

According to relativistic quantum theory, the 
wave function associated with a single relativistic 
free electron satisfies the Dirac equation 

This system of four equations admits nontrivial 
solutions only if 

det ('YP - m) = p2 - m2 = O. (2.4) 

Thus, ~(p) must have support on the hyperboloid 
p2 _ m2 = O. We shall consider here only measures 
of the form 

where x(p) is a spinor-valued function which is 
locally integrable on Mol' 

Not all measures of the form (2.5), however, are 
solutions of (2.3). To see this, we introduce the 
matrix-valued functions A .. (p), 

A .. (p) = (±'YP + m)/2m, (2.6) 

which satisfy the conditions 

A.(p)2 = A.(p) , 

A.(p)A.(p) = (_p2 + m2)/4m2
, 

A+(P) + A_(P) = 1, 

A-C+p) = A+(-p). 

(2.7) 

We then define the projection operators A .. on 
measures of the form (2.5) by 

(A.~)(p) = O(p2 - m~A.(p)x(P). (2.8) 

Then we have 

(2.9) 

and it follows from (2.7) that ~ satisfies (2.4) if 
and only if A_~ = 0, and in this case we have 

(hiJ + m)l/t(x) = O. (2.1) ~(P) = (A+~)(P) 

[We are using here the notation of reference 7: 
l/t is a four-component spinor-valued function on the 
Minkowski space-time manifold M., 'Y denotes the 
Dirac matrix vector, and iJ the space-time gradient. 
The scalar m represents the particle mass in suitably 
normalized units. We adapt for the Lorentz metric 
on M 4 the signature (+, -, -, - ).J 

Every (sufficiently regular) solution of (2.1) is 
the Fourier transform of a spinor-valued measure ~; 

(2.2) 

, S. S. Schweber, An Introduction to Relativistic Quantum 
Field Theory (Row, Peterson and Company, Evanston, 
illinois, 1961). 

= O(p2 - m2)[('YP + m)/(2m)]x(P). (2.10) 

SUbstituting (2.10) into (2.2) and integrating over Po, 
we obtain 

where we have put 

Po = E(P) = +(p2 + m2)f, (2.12) 

and 

(2.13) 

These considerations suggest the following ar­
rangement: Let JC denote the space of all spinor-
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valued functions 1/;(p) defined on E3 such that the 
norm 

II1/;W = L. 11/;(P) 12 dp (2.14) 

is finite. Here, 11/;(pW denotes the sum of the squares 
of the absolute values of the four components of 
1/;(p). JC (modulo functions of norm zero) forms a 
Hilbert space under this norm. For each function 
1/;(p) in JC, define 

1/;*(p) = ±[·,.om/E(p)]A .. (±p)1/;(p), (2.15) 

this form. In particular, the development in time 
of every such solution is unitary. (More generally, 
it can be shown that the norm (2.21) is invariant 
under the action induced on JC by the inhomogeneous 
Lorentz group, and that this action constitutes an 
irreducible representation of the group.)8 

Next we present an explicit description of the 
action of eiH

•
1 on 1/;(x). 

Theorem 2.1. Suppose 1/;(x) is continuously dif­
ferentiable on E 3 • Then for each t ¢ 0, the function 
(e iH

•
I1/;)(x) is given by 

where A.(p) is the function A .. (p) with Po = E(p). e
iH

"1/;(x) = iSI*"'/1/;(x) 
We observe that 1/;+(p) and 1/;-(p) are orthogonal 
in JC, and = (211't1 f is(Y)''o/1/;(x - y) dy 

E. 
(2.24) 

Hence, 

(2.16) where SI(X) is a matrix-valued distribution on E3 
given by 

(2.17) SI(X) = Sex, t) = S+(x, t) + S-(x, t). (2.25) 

Let ~ be the subspace of JC consisting of those func- Here 
tions 1/;(p) such that E(p)1/;(p) also lies in JC, and for S"'(X, t) = (-i'YiJ + m).::l-(x, t), (2.26) 
such functions define 

Then, since H o is a multiplication operator acting 
on a maximal domain, it is well-defined and self­
adjoint on ~. The action of eiH

•
1 on 1/;(p) is given by 

(eiH
•
I1/;)(p) = ei '(PH1/;+(P) + e-i'(PHV(p). (2.19) 

Next, define 1/;(x) via 

and observe that from the Plancherel relations we 
have 

II1/;W = L. 11/;(xW dx. (2.21) 

Thus, we may regard 1/;(p) and 1/;(x) as different 
representations of the same element y; of JC. The 
actions of H o and eiH

•
1 on 1/;(x) are determined via 

(2.20); in particular, we have 

(eiH•I 1/;)(x) = (211')-1 

X f eiP"(eie(PHy;+(p) + e-i'(PHy;-(p)] dp. (2.22) 
E. 

This agrees with (2.11) if we put 

x"(p) = ±E(p)1/;"'(±p). (2.23) 

It follows that 1/;(x, t) = (e iH
•
I1/;) (x) is a (weak) 

solution of the Dirac equation (2.1), and that every 
solution which lies in JC at time t = 0 must be of 

with 

.::l+(x, t) = (211')!m2/2 

Hi2) [m(t2 - r2)1] 
if t < -r, m(t2 _ r2)1 

X 
~ K 1 [m(r2 - t2)1] 

if -r < t < r, (2.27) 
11' m(r2 _ t2)1 

H 1(1)[m(F - r 2)1] if 
+ m(t2 _ r7 r < t, 

and .::l-(x, t) = .::l+(x, t)*. The symbol * in (2.24) 
denotes convolution on E3 , to be interpreted as de­
scribed below. 

Proof: From (2.15) and (2.22) we have 

(e iH
•
I1/;)(x) = (e iH

•
1 1/; +)(x) + (e iH

•
t 1/; -)(x) , (2.28) 

where 

(eiH.1y;"')(X) = (211')-1 

X r eiP"e"ie(p) I 'Yom A.(±p) 1/;(p) dp. (2.29) 
lE. E(P) 

Now consider the effect of replacing t by tl = 
t + io, where 0 > O. Then (eiH.hy;+)(x) is well­
defined via (2.29), and we have 

eiH
•

t 1/;+ = is+ * 'Yo1/; 

= (211')-1 f is+(yh°1/;(x - y) dy, (2.30) 
___ E. 

8 V. Bargmann and E. P. Wigner, Proc. Natl. Acad. Sci. 
U. S. 34, 211 (1948). 
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where 

S+(x) = S+(x, t1) 

= (2'nr l f eiPXei.(P)!, 2mA+(p) dp 
B. E(p) 

= (-i-yo + m)(2'nr l f eiP"e" (p)t, d(P) (2.31) 
E. E P 

= (-i-yo + m).1 +(x, tl)' 

Note that as long as 0 > 0, .1 +(x, t1), and hence 
S+(x, t1), is an integrable real analytic function of x 
on E a, so that the convolution in (2.30) is well 
defined. Similarly, (eiH.h*y;-)(x) is well defined and 
given by 

where 

S-(x) = S-(x, t~) = (-i-yo + m).1-(x, t~). (2.33) 

Now a standard bounded convergence argument, 
together with the Plancherel relations, shows that 
is+ * -y0l{; + is- * -y0l{; converges in the mean-square 
sense to eiHotl{; as 0 -t O. 

Now the function .1(x, t1) = .1+ (x, t1) + .1- (x, t~) 
remains analytic on Ea as 0 -t 0, except on the 
sphere t2 

- r2 = 0, where we find a singularity 
of the form 

.1(x, t) = (211')i'7(t) 

X [O(t2 - r2) - !m2e(t2 - r2) + ... ]. (2.34) 

Here the remainder is continuous at t2 
= r2. ew 

is the standard Heaviside step function given by 

ew = {01 if ~ ~ 0, (2.35) 

if ~ < 0, 

and 71W is given by 

'7(~) = 2e(~) - 1. (2.36) 

Moreover, .1 (x, t) vanishes outside this sphere. A 
similar statement holds, of course, for Sex, t). 

Now if I{; is continuously differentiable on Ea, 

then I{;(x-y) may be expanded near the sphere 
t2 

- r2 in the form [x - y = (r, e, ~)], 
I{;(x - y) = A(e, ~) + (t 2 

- r2)B(r, e, ~), (2.37) 

where B(r, e, ~) is continuous at t2 
= r2. It follows 

by standard methods that the limit as 0 -t 0 of 
the convolution (2.24) may be evaluated for each 
point x of Ea. 

Of special interest is a variant of theorem 2.1 
which holds whenever I{;(x) has compact support 
and t is so large that the sphere t2 

- r2 = 0 lies 

outside this support. Then the singUlarities of S, 
do not enter the convolution in (2.24) for small 
values of x. 

To formulate this result precisely, we introduce 
the projection operator E R on JC by 

(ERI{;)(X) = {I{;(X) if Ixl:-:; R, (2.38) 

o if Ixi > R. 

Corollary 2.2. Suppose I{; E JC and t > 2R. Then 

(EReiH.tERI{;)(x) = i(E2RSt) * -y°(ERI{;)(x). (2.39) 

Proof: If I{; is continuously differentiable, we have 

(EReiH.tERI{;)(X) = iER(St * -y°ERI{;) 

= {0(211'r! L. is(y)-Y°(ERI{;)(x - y) dy if Ixl:-:; R, 

if Ixl > R. 
(2.40) 

Now if Ixl :-:; R and Ix - yl :-:; R, then Iyl :-:; 2R, 
and the integral in (2.40) vanishes for Iyl > 2R. 
Hence we may replace St(Y) by (E2RS,)(y) in the 
convolution, and obtain (2.39) for differentiable func­
tions. Now if t > 2R, then (E2R S t )(y) has no 
singularities in Ea, and the convolution in (2.39) 
is well defined for all I{; in JC. Since differentiable 
functions are dense in JC, we conclude that (2.39) 
holds for all I{; in JC, as required . 

3. INTRODUCTION OF POTENTIALS 

In the presence of a static electromagnetic field, 
the Dirac equation (2.1) is modified by the addition 
of a term describing the action of the field potential 

(i-yo + m)l{;(x) = eV(x)-Y°I{;(x), (3.1) 

where Vex) is a prescribed function representing 
the field potential, and e is a positive scalar repre­
senting the charge. We shall assume throughout that 
Vex) = Vex) is independent of time, and is locally 
integrable on Ea. 

If I{;(x) is any solution of (3.1), then 

(-iool{;)(x) = -y°[iya - m + e V(x)-Y°]I{;(x) 

= (Ho + V)I{;(x) (3.2) 

where HoI{; is defined in (2.18), and V1/I is given by 

(VI{;)(x) = eV(x)l{;(x). (3.3) 

It follows that if I{;(x) lies in H at time t = Xo = 0, 
then it lies in JC for each time t, and its development 
in time is given by 

1/I(x) = 1/1 (x , t) = eiHt 1/l(x), (3.4) 
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provided only that H = H 0 + V is well-defined and 
essentially self-adjoint on x .. 

Now V is a multiplication operator on 1/I(x). If 
V (x) is bounded, then V is a bounded operator, a~d 
satisfies the condition (1.2) of theorem 1.1 wIth 
a = O. It follows from theorem 1.1 that X is es­
sentially self-adjoint on :D. 

It is of some interest to extend this result to 
unbounded potentials. Our next result gives con­
ditions on Vex) which ensure that theorem 1.1 
applies even through V (x) is unbounded. We utilize 
the arguments developed by Kato' and extended 
by Brownell. 9 

Theorem 3.1. Suppose Vex) lies in £", where 
3 < p .::; ex>. Then 

IJV1/I1/2 .::; a I/H01/l1/2 + ~ 1/1/11/2' (3.5) 

with a < 1. 
Proof: According to a straightforward extension 

of the Holder inequality, '0 we have 

I/V1/I1/2 .::; IIVII" 111/111., (3.6) 
where l/p + l/q = !, and p > 3, q > 6. Now a 
similar extension of the Hausdorff-Young ine­
qualityll yields 

II 1/1 II • .::; const IIx II., (3.7) 

where l/q + l/r = 1, with q > 6, r < .;., and x 
is related to 1/1 via (2.11). Here we define the £, 
norm of\ by 

IIxll~ = L. Ix(p) I' dp. (3.8) 

Finally, the extended Holder inequality gives 

I/xl/, .::; II(e + X)XI/2 II(e + xr'II" (3.9) 

where ! + 1/ s = l/r, with r < .;., s > 3. Here 
E + X denotes the function E(p) + X, with X a 
positive constant at our disposal. 

Now we note 

II(e + X)Xll2 .::; IIExll2 + X IIxl b 
= I/Hoxll2 + X I/XI/2' (3.10) 

which is finite whenever x E :D. Moreover, 

/I(E + X)-'/I • .::; const X(3-a)/', (3.11) 

since s > 3. Thus if x E :D, we have 

/lxII, .::; const (X-' IIHoxll2 + IIxll2)XS/
• (3.12) 

g F. H. Brownell, Pac. J. Math. 12,47 (1962). 
10 N. Dunford, and J. Schwarz, Linear Operator8 (Inter­

science Publishers, Inc., New York, 1958), p. 527. 
11 E. C. Titchmarsh, Introduction to the Theory of Fourier 

Integrals (Clarendon Press, Oxford, England, 1937), p. 96. 

and it follows from the Plancherel relations that 

11V1/I1/2'::; IIVII" 1/1/11/. 
.::; const II VII" (>.-1 IIHO!fll2 + II!fll2)X3/

• (3.13) 

whenever 1/1 E :D. Since X is arbitrary, we conclude 
that the operation of multiplication by V (x) is 
majorized by Ho in the sense of (3.5) with a arbi­
trarily small. Theorem 1.1 now tells us that H = 

Ho + V is essentially self-adjoint on :D. 
If V (x) is the sum of potentials in different £" 

spaces (p > 3), then, since each summand satisfies 
(3.5) with a arbitrarily small, so does V. In par­
ticular, if Vex) is a sum of potentials with disjoint 
supports (apart from sets of measure zero) and 
lying in distinct £" spaces (p always> 3), then V 
satisfies (3.5) and theorem 1.1 holds. 

It is unfortunate that theorem 3.1 does not cover 
the Coulomb and Yukawa potentials [V(x) "" 
(41rT)-' e-P

'] because the singularity at the origin 
is not p-summable for p > 3. Apparently a deeper 
analysis is required for these special cases. We shall 
not attempt to include them here. 

4. EXISTENCE OF THE WAVE OPERATORS 

We have now constructed the framework de­
scribed in Sec. 1. In this section we shall show that 
the hypotheses of Theorems 1.2 and 1.3 are satisfied 
within this framework. 

We begin with a lemma describing the behavior 
of functions of the (E R eiH.tE R!f) (x) as t -+ ± ex> , 

where E R is given by (2.38). 
Lemma 4.1. Suppose 1/1 E x. Then 

I/EneiH"ER1/I1/2 .::; IIER1/I112 for all t, (4.1) 

IIEReiH.tER1/III"" .::; const IWI IIER1/IIh for It I ~ 4R. 

(4.2) 

Proof: The first of these follows from the fact that 
eiH•t is unitary and ER is a projection, and it holds 
for all times t. For the second, we use corollary 2.2 
and observe that 

IIEReiH.tER1/III"" = IICE2nSt) * 'lCER1/I) II"" 
.::; IIE2RS,II"" IIER!fll,. (4.3) 

Now if !f is in X, then E R!f is integrable, and liE R!fll, 
is finite. On the other hand, if It I > 2R, then EuS. 
is bounded, since 

E
2R

S,(X) = {C -i",o + m)A(x, t) if Ixl .::; 2R, (4.4) 

o if Ixl > 2R, 

and A(X, t) is singular only where Ixl = Itl. Now if 
Ixl < 2R < Itl, then 
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. . J1[m(t2 _ r 2)IJ 
(~'Yo - m)..1(x, t) = const (?''Yo - m) m(t2 _ r~t 

{
J2[m(t2 - r 2)lJ . ° 

= const [m(t2 _ r2)iJ2 ?'('Y t + "(x) 

J1 [m(t
2 

- r2)iJ} (4.5) 
- m m(t2 _ r2)t . 

This function is certainly bounded for Irl < 2R. 
Moreover, it follows from known properties of the 
Bessel functionsl2 that, for r < 2R < 4R ::; Itl, 

I
Jp[m(f - r2)lJI < t (t2 _ 2)-l(2P+1l 
[m(t2 _ r2)ty _ cons r 

::; const IWi (2
P +1l. (4.6) 

On the other hand, the tenn 1'Y°t + "(xl is majorized 
by const Itl. Combining, we find that 

IIE2RS,(X) II"" ::; const IWi , (4.7) 

and (4.2) follows from (4.3) and (4.7). Finally, we 
observe that the constant in (4.2) may be chosen 
independent of R as well as of t. 

Now we tum to the question of existence of the 
wave operators. We shall show that under appro­
priate conditions on the potential Vex), the condi­
tions of theorem 1.2 are satisfied. 

Theorem 4.2. Suppose Vex) is such that 
(a) IIERVI12 < ex:> for all R, 
(b) 11(1 - ER)VII"" ::; const R- 1 for large R 

and some 7J > 1. 
Then if l/t(x) is infinitely differentiable and has com­
pact support, 

and H o and V satisfy the conditions of Theorem 1.2. 
Proof: Choose Ro large enough so that both 

ERol/t = l/t and 11(1 - ER)VII"" ::; const R-~ for 
all R > Ro. Now suppose It I = 4R > 4Ro, and 
consider 

11V(t)l/t1l2 = IIVeiHo 'l/t112 

::; IIERYe,Ho'l/t1l2 + II(ER - ERo)VeiHo'l/t1l2 

+ /1(1 - ER)VeiHo 'l/t112' 

The first tenn here is majorized by 

IIERo Ve,Ho'l/tlb = IIVERoeiHo'ERol/t/l2 
::; IIERoVI12 IIERoeiHo'ERol/t/l"" 

(4.9) 

::; const IWI , since It I > 4Ro• (4.10) 
---

12 G. N. Watson, Treatise on the Theory of Bessel Func-
tions, (Cambridge University Press, Cambridge, England, 
1922). 

The second tenn of (4.9) is majorized by 

II(ER - ERo) Ve,Ho'l/t1 12 
::; II(ER - ER.)VI12 IIERe'Ho'ERl/t/l"" 
::; const Ri(3-2~) X const I W! 
::; const IW~. 

Finally, the last tenn in (4.9) is majorized by 

(4.11) 

11(1 - ER) VeiHo'l/t1 12 ::; 11(1 - ER)VII"" lIe'Ho'l/t/l2 
::; const R- 1 11l/t112 
::; const IW~. (4.12) 

Thus we conclude that if It I > 4Ro, then 

11V(t)l/t1 b ::; const r~. (4.13) 

Now if l/t(x) is infinitely differentiable and has com­
pact support on E a, then it follows from (2.24) 
that the same is true of l/t(x, t) for each time t. 
Thus for It I < 4Ro the function l/t(x, t) is infinitely 
differentiable and has compact support on M 4, and 
in particular is bounded there. It follows that for 
It I < 4Ro, 

IIV(t)l/t112 = IIE6Ro Ve,Ho'l/t112 
~ /lE5Ro VII2 lIe,Ho'l/tII"" 
::; const Ill/t 112' (4.14) 

Combining (4.13) and (4.14), we obtain (4.8), as 
required. 

In a quite similar way, we shall establish the 
existence and unitarity of the scattering operator 
by showing that, under appropriate restrictions on 
the potential, the conditions of Theorem 1.3 are 
satisfied. 

Theorem 4.3. Suppose Vex) is bounded and has 
compact support. Choose R large enough so that 
ERV = V. Then 

IIERe,Ho'Vl/t1l2 ::; K(t) 1Il/t1l2' (4.15) 

where 

i:"" K(t) dt = const /lVII",,· (4.16) 

In particular, Ho and V satisfy the condition8 of 
Theorem 1.3 if IIVII"" is sufficiently small. 

Proof: If It I < 4R, we have 

IIEReiHo 'Vl/t112::; IIViftl12 ::; IIVII., Ilift112' (4.17) 

If It I ~ 4R, then by Lemma 4.1, 

IIERe,Ho'Viftl12 = IIEReiHo'ER Vl/t112 

::; const IWI 11Vl/tlh 
::; const IWI IIERVII211iftl12 

::; const IW1hR3 IIVII"" Ilift112' (4.18) 
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Combining (4.17) and (4.18), we obtain (4.15), as 
required. 

5. DISCUSSION 

We have shown that, under suitable conditions 
on the potential, the Hamiltonian operator for the 
relativistic two-body problem is essentially self­
adjoint on the associated state space and that the 
wave operators and the scattering operator exist 
in the strong sense. The conditions required for 
these results are more or less natural analogues of 
those required in the nonrelativistic form of the 
problem. 

There are one or two differences, however, which 
should be emphasized. We have already observed 
that our proof of the self-adjointness of H (Theorem 
3.1) excludes the Coulomb and Yukawa potentials 
because of their singularity at the origin. This is 
not true in the nonrelativistic case, and the dif­
ference is a reflection of the fundamental difference 
between the relativistic and nonrelativistic free­
particle Hamiltonian operators. We note here, how­
ever, that our proof of the existence of the wave 
operators does not exclude the Yukawa potentials, 
so that if the self-adjointness of the Hamiltonian 
is known for these potentials, then the existence of 
the wave operators is assured. The Coulomb po­
tential remains excluded because of its behavior at 
infinity, just as in the nonrelativistic case. 

The conditions required for our proof of the 
existence and unitarity of the scattering operator 
are too restrictive to admit any potentials of physi-

cal interest. Moreover, they imply that the system 
admits no bound states.5 It seems likely that our 
formulation of this result is not the best possible 
for the relativistic two-body problem, and that the 
scattering operator actually exists for a much broader 
class of potentials. The best formulation of this 
result in the nonrelativistic case comes from a 
theorem of Ikebe4 on the existence of an eigenfunc­
tion expansion for the total Hamiltonian of the 
problem. The scattering operator may be described 
explicitly in terms of these eigenfunctions, which 
must in some sense contain all the structure in­
herent in the Hamiltonian. It seems reasonable to 
suppose that a similar result can be obtained in this 
way for the relativistic case. 

In spite of its shortcomings, our result commands 
a certain academic interest. First of all, it does prove 
that Dyson's construction of the scattering operator 
can be made rigorous at least for a class of potentials 
broad enough to approximate any physically real­
izable potential as closely as desired. Second, our 
result forms a starting point for the investigation 
of certain problems of quantum field theory, in 
which the interaction terms contain form factors 
which approximate the delta functions of point inter­
actions, and which may be conveniently chosen to 
satisfy the requirements of Theorem 4.3. 

There is no difficulty in principle in extending the 
results of this paper to potentials with several com­
ponents. In particular, the tensor and spin-orbit 
potentials of nuclear scattering problems may be 
treated by the same methods. 
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. In a continuous repr~sentation of Hilbert space, each vector ir is represented by a complex, con­
tIn.uom;, bounded function f( if» == (if>, ir) defined on a set 15 of continuously many, nonindependent 
unl~ vectors if> having ~athe~ special proJ?llrties: Each vector in 15 possesses an arbitrarily close neigh­
borIng vector, and the Identity operator IS expressable as an integral over projections onto individual 
vectors i!115. In particular cases it is conve~ient to introduce labels for the vectors in 15 whereupon 
each ir IS represented by a complex, contInuous, bounded, label-space function. Basic properties 
common to all continuous representations are presented, and Borne applications of the general for­
malism are indicated. 

INTRODUCTION 

THE essential ingredients in the basic structure 
of quantum mechanics are surprisingly few: 

(i) unit vectors in a Hilbert space S) correspond to 
states of a system; (ii) dynamics or scattering in­
volves an automorphism among unit vectors; and 
(iii) the natural inner products in S) are interpreted 
as probability amplitudes. Physics enters, as well 
as being read out of the formalism, by means of 
one or more mappings :m: from appropriate label 
sets characterizing the physical problem into unit 
vectors in ~. For example, the "in" and "out" 
states of scattering theory are manifestations of 
two different mappings into ~ of a parameter set 
including four-momentum, spin, baryon number, etc. 
However, independent of the particular form a map­
ping takes, it provides the "bridge" between the 
abstract quantum formalism and the label-space 
framework in which stochastic statements pertinent 
to a particular system are made. 

Now dynamics, or any other Lie group of auto­
morphisms, entails a continuous permutation among 
unit vectors in ~. It would frequently be desirable 
to have Hilbert-space representations expressed as 
label-space functions, admitting direct parameteriza­
tion of such continuous transformations simply by 
means of label-space transformations. That is, the 
labels by themselves are rich enough to parameterize 
continuous permutations among unit vectors in ~. 
This clearly requires that the lables must in part 
assume values in the continuum. For present 
purposes, such a requirement rules out representa­
tions wherein vectors are functions of discrete 
variables, e.g., the eigenvalues of a complete set 
of commuting observables with discrete spectrum. 
The Dirac prescription to generate representations 
with continuous labels (e.g., the Schrodinger repre-

sentation) cannot be regarded as a continuous map­
ping of the label space into unit vectors in ~. Instead, 
continuity demands that the image set of unit 
vectors @5 cannot be an orthonormal set, but, in 
contrast, ® must contain vectors arbitrarily close to 
one another. This basic property is common to all 
the image sets ® we consider, and is fundamental 
for the definition of a continuous representation. Ac­
counts of specific label sets, mappings, and con­
tinuous representations will be treated in the follow­
ing paper,l and in subsequent papers in connection 
with various applications. Here it is our purpose to 
present the requirements on the mapping :m: and 
the image sets @5 that are necessary for a continuous 
representation to exist, and to discuss some of the 
basic properties of such representations common to 
all systems. 

POSTULATES OF CONTINUOUS-REPRESENTATION 
THEORY 

We choose a Hilbert space S), finite- or infinite­
dimensional, with positive-definite metric. Among all 
the vectors in S), let us focus our attention on unit 
vectors, to be universally denoted by <I> with an 
arbitrary array of sub- or superscripts, etc. Thus 

(<I>, <I»l == II<I>II = 1 = II<I>l II = II<I>' II = .... 

Let 1: denote the set of all unit vectors, and @5 denote 
a subset of 1:: @5 C 1:. It is the set @5 that will be 
the image set of the mapping :m:. Then, we assert 

Postulate 1. (Local density and continuity). For 
each <I> E ® and every 0 > 0, there exists a vector 
<I>' E @5, different from <I>, for which II<I> - <I>'II < o. 
The set @5 is an arcwise connected subset of S) or a 
union thereof. 

1 J. R. Klauder, J. Math. Phys. 4, 1058 (1963) (following 
paper). 
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Clearly, the conventional orthonormal basis set fails 
to satisfy Postulate 1. 

Further, let .c denote the "label" space whose 
points l may be correlated with vectors in ~ by the 
mapping ffir of .c onto @S. Regarding this correlation, 
we require 

Postulate 2. (Label continuity). The mapping ffir: 
l ~ <p[l] is a many-one continuous map of a Haus­
dorff, i.e., separable topological space .c onto @S. By 
continuity in @S, we mean the usual weak continuity 
in ~. Thus if l" ~ l, then (<p[l1l], '11) ~ (<p[l], '11) for 
all'll E ~. 

It is often the case that the topology for .c is the 
usual topology where open sets are identified as 
open intervals. The basic purpose of this postulate 
is to provide a parameterization, i.e., a "handle" 
for the states in ~. 

For purposes of using the vectors in @S to define 
a representation with as familiar a form as possible, 
we assume 

Theorem 1. (Invariant measure.) There is no loss 
of generality in assuming p. invariant under any and 
all unitary transformations U that leave the com­
pact set ~ invariant: U@S = @S. The stated invariance 
takes the form p.(Uffi) = p.(ffi) for all m C @S. A 
suitable choice for p. is one for which dp.(U<p) =dp.(<p). 
Consequently, an important application of Theorem 
1 arises if the group 9 of such unitary transformations 
U forms a transitive permutation group on vectors 
in ~ (i.e., if <P E ~, then {U<p I U E g) = @S), 

for then p. can be chosen without loss of generality 
as the invariant group measure. Examples of this 
approach to find p. are given in the following paper. l 

Form of the Continuous Representation 

Equation (1) provides the basis for a continuous 
representation of Hilbert space. In such a repre­
sentation, the vector '11 is represented by the com­
plex, bounded, continuous function 

l/I(<p) == (<p, '11); l/I*(<P) == ('11, <p), (2) 

Postulate 3. (Completeness and resolution). The [or by l/I(l) == (<p[l], '11) if specific labels are intro­
duced]. The inner product of two vectors is then a 

set @S spans the space ~, i.e., completion in norm 
of the set of all linear combinations of elements in restatement of (1): 

('11', '11) = l l/I'*(<P) dp. (<p)l/I(<P). (3) 
@S yields ~. A resolution of unity in ~ exists as an 
integral over projection operators onto individual 
vectors in @S. 

Not all functions on ~ represent vectors, but only 
When @S is locally compact, then the last postulate those which satisfy 
means that some additive real measure p. on ele­
mentary sets in @S exists such that 

'11 = l <P dp. (<p)(<P, '11), 

or 

l/I(<p') = l X(<p'; <p) dp. (<p)l/I(<P), (4) 

where the reproducing kernel 

X(<p'; <p) == (<p', <p), (5) 

('11', '11) = L ('11', <p) dp. (<p)(<P, '11), 
as follows from Eqs. (3) and (2). Furthermore, X 

(1) fulfills the indempotent relation 

for arbitrary vectors '11 and'll'. If @S is not locally 
compact, the concept of integral can be generalized 
to give meaning to (1), e.g., in the manner of 
Friedrichs of Shapiro.2 The only role of p. shall 
be to generate the expansion (1), a restriction 
which, in general, is insufficient to fix p. uniquely. 
It is certainly plausible, therefore, and we shall 
provide a simple proof in the Appendix, for a com­
pact set @S, that (i) because of invariance under 
unitary transformations, and (ii) the existence of 
(1), we have 

2 K. o. Friedricks and H. N. Shapiro, Proc. Nat!. Acad. 
Sci. U. S. 43, 336 (1957); Integration of Functionals, New York 
University, Institute of Mathematical Sciences (1957). 
Here we treat such cases formally. 

X(<p'; <p") = l X(<p'; <p) dp. (<p)X(<P; <p"). (6) 

An operator <B defined on ~ is represented as a 
function of two points in ~ by 

<B(<p'; <p) == (<p', <B<P) (7) 

[or by <B(l'; l) if specific labels are introduced], 
which is separately continuous in each argument 
and bounded if <B is a bounded operator. The repre­
sentation of <Bq, is clearly 

(<Bif;)(<p') = L <B(<p'; <p) dp. (<p)l/I(<P). (8) 

Not every function of two points in @S represents 
an operator, but only those which satisfy 
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<B( <1>'; <1>") = L <B( <1>'; <1» d}J. (<1» X( <1>; <1>") 

£ X(<1>'; <1» d}J. (<1»<B(<1>; <1>") 

1£ x( <1>'; <1>1) d}J. (<1>1) 

X <B( <1>1; <1>2) d}J. (<1>2) X( <1>2; <1>"), (9) 

as follows from (7) and (8) and their adjoints. 
It is clear that the set ~ plays an important role 

in establishing a continuous representation and de­
termining its properties: Postulate I leads, with the 
aid of continuity in the inner product, to continuous 
functions '" defined on unit vectors; Postulate 2 
leads, in turn, to continuous functions", defined on 
points of label space; and Postulate 3 ensures that 
the functions '" provide a representation of .p. As 
a matter of nomenclature, we call an abstract 
set of unit vectors ~ that satisfies Postulates I 
and 3 an overcomplete family of states (OFS). As is 
common in quantum mechanics, we shall often refer 
to the continuous representation generated (in the 
manner described above) by an OFS simply by 
reference to the particular OFS itself. 

Some Applications of Overcomplete Families of 
States 

An OFS may be used as any other representation 
would be used in quantum or quantum statistical 
mechanics. As such, the OFS appears generally to 
be a more proper way to introduce vectors with 
continuous labels than the conventionally used but 
nonexistent eigenstates for operators with con­
tinuous spectra. In particular, there exists one special 
choice of an OFS that is closely related to the Fock 
representation of an infinite-dimensional Hilbert 
space by entire analytic functions, which has recently 
seen a renewed interest.a For applications to field 
theories, one natural set of "labels" for the OFS are 
the well-defined test functions of Distribution 
Theory.4 

In the following paper1 we shall establish a gen­
eralized form of "classical" dynamics expressed in 
terms of the continuously variable c-number labels 
that characterize vectors of the OFS. This analysis 
shows, for example, that, for certain classes of 
Hamiltonians, we can exactly describe quantum 
mechanics by the classical dynamical formalism 

a V. Bargmann, Commun. Pure App!. Math. 14, 187 
(1961); Proc. Nat!. Acad. Sci. U. S. 48, 199 (1962). For the 
closely related formalism, see reference 1, Sec. 2.C. 

'One type of labeling for boson fields is discussed by 
H. Araki, J. Math. Phys. 1, 492 (1960). 

merely by reinterpreting the classical dynamical 
variables as c-number labels belonging to Hilbert 
space vectors. In addition, it is possible that over­
complete families of states may prove useful in 
placing the sum-over-histories on a more sound 
mathematical footing; already in formal studies 
they have permitted the usual Fresnel integrals 
to be replaced by absolutely convergent Gaussian 
integrals.6 On the other hand, an OFS may be 
used for a Hamiltonian-less approach to dynamics 
directly through a postulated evolutionary6 or in-out 
scattering automorphism. 

Finally, it should be remarked that a natural 
choice of an OFS for fermion degrees of freedom1 

corresponds to the set of states generated by all 
Bogoliubov transformations. Thus, this and other 
OFS may be directly relevant in making interesting 
approximations. 

The author thanks J. McKenna for several 
discussions. 

APPENDIX 

We wish to prove for compact sets ~ that the 
measure on vectors in the resolution 

(q,', q,) = £ (q,', <1» d}J. (<1»(<1>, q,) (AI) 

may be chosen invariant under all unitary trans­
formations leaving ~ unchanged. Let U be such a 
transformation: 

U~ =~. (A2) 

Then unitary invariance of (AI) combined with (A2) 
yields 

(q,', q,) Is (q,', U<1» d}J. (<1»(U<1>, q,) 

£ (q,', <I» d}J. (U- 1<I»(<1>, q,). (A3) 

Namely, if d}J.(<I» was a suitable weighting, we see 
that an equally good weighting on vectors <1> is 
d}J.(U- 1<I». If dp.(U- 1<I» = d}J.(<I», then the measure 
already possesses the desired invariance. If p. is not 
invariant we may proceed as follows: 

It follows from (A2) that U"~ = ~, where p 
is an arbitrary integer. The generalization of (A3) 
would imply that d}J.(U"<I» is as good a weighting 

• J. R. Klauder, Ann. Phys. (NY) 11, 123 (1960), especially 
p. 127, and pp. 142-153; S. S. Schweber, J. Math. Phys. 3, 
831 (1962). 

6 Such an approach to dynamics was discussed by J. von 
Neumann, "The Theory of the Positron," Lecture Notes, 
Institute for Advanced Study, Princeton, New Jersey, 1936. 

7 See reference 1, Sec. 4. 
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as dp,(ip). If U is a cyclic element of order P, i.e., 
uP = 1, then the combination 

1 P-l 

dp,p(ip) == P ~ dp, (UPip) (A4) 

is invariant under U, dp,p(U-1ip) = dJ.l.p(ip). Hence­
forth, we would use only the invariant form and 
rename the measure dJ.l.(ip). This procedure can be 
extended to include invariance under all cyclic ele­
ments that leave ® invariant. 

On the other hand, if U is not a cyclic element, 
then we shall regard it as an element of a one­
parameter Lie group whose elements Ural satisfy 
U[,B]U[a] = U[,B + a]. Invariance of the compact 
set @5 under all powers of U leads by continuity 
and Postulate 1 to invariance of ® under the entire 

JOURNAL OF MATHEMATICAL PHYSICS 

one-parameter subgroup containing U. We now can 
form a quantity analogous to (A4), namely, 

dJ.l.c(ip) = f ~ J dJ.l. (U[a)ip) da, (A5) 

an expression which exists in virtue of the finite 
parameter range in compact groups. Clearly, dJ.l.c is 
invariant under U[,B], i.e., dJ.l.c(U[,B]ip) = dJ.l.c(ip). 
Again we rename this invariant form dJ.l.(cf». By ex­
tending the preceding techniques to all invariant 
transformations of @5, we establish Theorem 1. 

While the above proof holds only for compact 
spaces, the left-invariant group measure as suggested 
by Theorem 1 may always be examined for indi­
vidual noncompact spaces to see whether or not it 
satisfies (AI). 
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This paper discusses an application to the study of dynamics of the typical overcomplete, non­
independent sets of unit vectors that characterize continuous-representation theory. It is shown in 
particular that the conventional, classical Hamiltonian dynamical formalism arises from an analysis 
of quantum dynamics restricted to an overcomplete, nonindependent set of vectors which lie in 
one-to-one correspondence with, and are labeled by, points in phase space. A generalized "classical" 
mechanics is then defined by the extremal of the quantum-mechanical action functional with respect 
to a restricted set of unit vectors whose c-number labels become the dynamical variables. This kind 
of "classical" formalism is discussed in some generality, and is applied not only to simple single­
particle problems, but also to finite-spin degrees of freedom and to fermion field oscillators. These 
latter cases are examples of an important class of problems called exact, for which a study of the 
classical dynamics alone is sufficient to infer the correct quantum dynamics. 

1. INTRODUCTION 

THE general postulates of continuous repre­
sentations of Hilbert space have been stated 

elsewhere. l The overcomplete family of states, here­
after abbreviated to OFS and denoted by ®, that 
is involved in such a representation may be visualized 
as forming one or more closed, connected "patches" 
on the unit sphere in Hilbert space defined by 
!!ip!! = 1. In order to discuss dynamics and time 
evolution we shall define a path to be a continuous, 
unit-vector-valued time function ip(t). Now, a 
general variation of the path ip(t), apart from simple 

1 J. R. Klauder, J. Math. Phys. 4, 1055 (1963) (preceding 
paper) hereafter referred to as I. 

ray rotations (e.g., ip(t) 
action functional 

exp [iX(t)]ip), in the 

I = J [i1i(ip, dipjdt) - (ip, Jeip)] dt, (1) 

yields as the Euler-Lagrange equations, the Schro­
dinger equation of motion. However, we may ask 
what are the dynamical consequences if Eq. (1) 
is extremized over only a restricted set of paths, 
such as those constrained to lie in ®: ip(t) E @5? 

Through the study of a one-dimensional, single­
particle problem in Sec. 2,2 we conclude that when 

2 A brief discussion based on this example appears in J. R. 
Klauder, Helv. Phys. Acta 35, 333 (1962). 
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1. INTRODUCTION 
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elsewhere. l The overcomplete family of states, here­
after abbreviated to OFS and denoted by ®, that 
is involved in such a representation may be visualized 
as forming one or more closed, connected "patches" 
on the unit sphere in Hilbert space defined by 
!!ip!! = 1. In order to discuss dynamics and time 
evolution we shall define a path to be a continuous, 
unit-vector-valued time function ip(t). Now, a 
general variation of the path ip(t), apart from simple 

1 J. R. Klauder, J. Math. Phys. 4, 1055 (1963) (preceding 
paper) hereafter referred to as I. 

ray rotations (e.g., ip(t) 
action functional 

exp [iX(t)]ip), in the 

I = J [i1i(ip, dipjdt) - (ip, Jeip)] dt, (1) 

yields as the Euler-Lagrange equations, the Schro­
dinger equation of motion. However, we may ask 
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is extremized over only a restricted set of paths, 
such as those constrained to lie in ®: ip(t) E @5? 

Through the study of a one-dimensional, single­
particle problem in Sec. 2,2 we conclude that when 

2 A brief discussion based on this example appears in J. R. 
Klauder, Helv. Phys. Acta 35, 333 (1962). 
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evaluated for a particular restricted set of unit 
vectors, parameterized or labeled by phase-space 
points p, q [the vectors of this set being given by (3)], 
the quantum action functional, Eq. (1), reduces in 
fOlm to the classical action functional. That is, 
Eq. (1) reduces to 

I = f [pq - H(p, q)] dt. (2) 

Consequently, by extremizing (2) with respect to 
just this special set of states, we would obtain the 
classical equations and not the quantum equations. 
While the action functional (2) and its extremal 
equations thus have the classical form, these dy­
namical variables are still to be interpreted as labels 
for Hilbert-space vectors. Likewise, the physical 
interpretation of the theory still follows the sto­
chastic quantum prescription, i.e., vector inner 
products are transition amplitudes. Thus, the dis­
tinction between classical mechanics based on (2), 
and (an approximate form of) quantum mechanics 
also based on (2), lies in the interpretation of p 
and q and in how results are read out of the form­
alism; the quantum interpretation generally leads 
to an approximate form of quantum mechanics since 
(1) is described by (2) for only a restricted set of 
paths. We shall refer to an action functional of the 
form (2)-wherein the variables p and q are ordinary 
c-number time functions, but which are interpreted 
as labels for Hilbert-space vectors-as a "classical" 
action functional and the Euler-Lagrange equations 
derived therefrom as "classical" equations of motion. 
We observe, therefore, that merely by reinterpreting 
the c-number variables of the classical theory, we 
can view the classical action functional as a re­
stricted evaluation of the true quantum mechanical 
action. 

The above example, suggested by the study of a 
particular restricted set @5, permits an obvious 
abstract extension to an arbitrary set @5. Namely, 
the "classical" equations of motion relative to @5 arise 
as a result of extremizing (1) over just those vector 
functions for which cI>(t) E @5. Here we have a relative 
definition of the attribute "classical"-its relative 
nature depending on the size of the set @5-that is 
generally applicable to any system with arbitrary 
statistics. 

As an extreme situation, suppose @5 were so large 
as to equal ~, the set of all unit vectors. In that 
case, the resultant "classical" equations would be 
physically equivalent to the usual quantum-me­
chanical equations. It must be stressed, however, 
that it is not always necessary that the set @5 be 

as large as ~ in order that the "classical" equations 
be physically equivalent to the quantum equations. 
For example, if Je == 0, then extremizing (1) over 
any (complete) set @5 would lead to cI>(t) = cI>(0) 
for each vector cI>(0) E @5; the completeness of @5 

would then correctly imply the simple evolutionary 
behavior for any state vector in the Hilbert space s:>. 
This trivial example has the property that the exact 
solution to the quantum-mechanical equations, 
cI>(t) , obeys cI>(t) E @5 if only cI>(0) E @5; namely, 
that the true extremal to (1) is a path that remains 
in @5 if only it started in @5. This possibility is by 
no means confined to the case Je = 0, and for the 
general case we introduce the 

Definition: An exact "classical" action functional 
I €a I cI>(t)} relative to the set @5 is one whose extremal 
solutions correctly correspond to true extremal 
vector-valued time functions. In other words, if the 
true quantum solution cI>(t) = e-it:JC/*cI>(O) lies within 
the complete set @5, cI>(t) E @5, assuming only that it 
initially lay within @5, then the "classical" theory 
is exact. If a "classical" action functional is not 
exact, then we shall call it inexact. 

Clearly the existence of an exact "classical" action 
functional depends strongly on both the set @5 and 
the Hamiltonian operator Je. 

It follows as a corollary to the preceding defini­
tion that the value of the action evaluated for an 
extremal path will vanish for an exact "classical" 
action principle. Therefore, for an action functional 
to be exact, it is necessary but not sufficient (this 
latter aspect is further discussed in Sec. 2) that 

(E) 

when I €a is extremized with respect to all cI>(t) E @5. 

We shall refer to this vanishing of I for exact action 
principles as "criterion E." If criterion E is not 
obeyed then, of course, the action principle is 
inexact. 

It is the subject of this paper to study some proper­
ties of our generalized "classical" formalism and 
learn some of the consequences that arise from 
restricted variations of quantum-mechanical action 
functionals. In Sec. 2 we study in some detail the 
properties of a single-particle, nonrelativistic, one­
dimensional example. For Hamiltonians linear in 
the momentum and position operators, an exact 
"classical" action functional arises. Oscillator Hamil­
tonian operators can also lead to exact cases but 
only for a unique choice of the set @5. Other Hamil­
tonians lead to inexact equations of motion (unless 
@5 becomes significantly enlarged). Our study of 
canonical transformations suggests that partial 
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physical significance of the dynamical variables is 
contained in the important canonical kinematical 
form, ili('l>, d'l», expressed as a function of the 
labels. A resolution of unity and the associated con­
tinuous representation is also discussed. 

Generalization of the preceding analysis to an 
abstract N-dimensional Lie group of unitary trans­
formations is the subject of Sec. 3. Various formulas 
are given for exact and inexact "classical" action 
functionals to discuss the "classical" formalism under 
certain special circumstances. Of special note, a 
fact which is stressed here possibly for the first 
time, is that classical theories with nonunique solu­
tions may nevertheless have distinguished solutions 
that exhibit the exact character of their equations 
of motion, and therefore a study of these solutions 
may in tum shed light on the quantum analysis of 
classical theories with symmetries or with gauge 
freedoms. As an example, the "classical" action for 
a two-component-spin degree of freedom is presented. 

In Sec. 4 we discuss a particularly simple labeling 
for a finite-dimensional Hilbert space where the 
labels are simply the vector components them­
selves. Application is made to a single-fermion oscil­
lator, and generalization to a fermion field shows 
that Dirac action functionals for c-number spinor 
fields may be considered exact even in the presence 
of external sources. 

Our viewpoint of "classical" mechanics is simply 
as quantum mechanics, evaluated for a restricted 
class of paths. Quantization is, therefore, already 
accomplished in part merely by the reinterpretation 
of classical variables as vector labels. The continuity 
of the labels and the corresponding continuity of the 
associated vectors plays a fundamental role in our 
dynamical viewpoint. It leads, for example, to an 
essential difference between our formalism and that 
of Schwinger3 who considers only orthogonal vector 
or operator sets, and thus must exclude finite­
dimensional Hilbert spaces. Other recent abstract 
dynamical studies include those of Sudarshan and 
coworkers,4 which focus almost exclusively on 
operators forming an orthogonal operator basis and 
their time evolution, generalizing earlier work of 
Moya1.6 

3 J. Schwinger, Proc. Natl. Acad. Sci. U. S. 46, 883, 1401 
(1960). 

• E. C. G. Sudarshan, Brandeis Summer Institute Lecture 
Notes," (W. A. Benjamin, Inc., New York, 1961), Vol. 2, 
p. 143. T. F. Jordan and E. C. G. Sudarshan, Rev. Mod. 
Phys. 33, 515 (1961). Related ideas appear in: E. H. Wich­
mann, J. Math. Phys. 2, 876 (1961); F. Bopp, Heisenberg­
Festschrift (Frederick Vieweg und Sohn, Braunschweig, 
Germany, 1961), p. 128. 

5 J. E. Moyal, Proc. Cambridge Phil. Soc. 45, 99 (1949). 

2. AN ELEMENTARY EXAMPLE 

A. An OFS Parameterized by Phase Space Points 

Let us consider a single, nonrelativistic particle 
free to move in only one dimension. We denote 
Hermitian position and momentum operators by Q 
and P, respectively; these operators satisfy 

[Q,P] = iii. 

Along with these operators, let us introduce two 
c numbers q and p with the dimensions of coordinate 
and momentum, respectively. We now build the 
unitary operator 

U[p, qj == exp (-iqP Iii) exp (ipQlli). (311.) 

With the help of a fiducial unit vector 'l>o, we define 

!fl[p, qj == U[p, q]!flo; (3b) 

each !fl[p, qj is a unit vector and the set of these 
vectors for all p and q define @S. Thus, in the present 
example, the label space consists of aU points in 
phase space, and the mapping from label points to 
Hilbert-space vectors p, q ~ !fl[p, q], is a homeo­
morphism explicitly displayed in Eqs. (3a) and (3b). 
We wish to emphasize that 'l>[p, q] is not a particular 
representation of a Hilbert-space vector, but it is a 
vector in its own right. 

In order for the set of states @S to be an OFS 
suitable for a continuous representation, it ie neces­
sary that @S and the labeling of the vectors therein 
satisfy three postulates.1 The verification of Post­
tulate 1 of I regarding local density and continuity 
of the vectors in ~, as well as Postulate 2 of I re­
garding labeling continuity may be established by 
a study of the quantity 

:K(p', q';p, q) == ('l>[P', q']' !fl[p, q]) 

:K may be brought arbitrarily close to the value 
one for fixed p and q, and X is in addition separately 
continuous in p and q. Part of Postulate 3 of I, 
the completeness of the set @S, has been shown by 
Moya1.5 Implicit in his work is the fulfillment of the 
remaining condition of Postulate 3 of I, which will 
be discussed in part C below. Hence, the vectors, 
defined in Eq. (3) form an OFS. Rigorous proof of 
this fact will be given in Part IV in collaboration 
with J. KcKenna. 

The preceding remarks are valid for any choice 
of 'l>o, independent of the fact that the set @S clearly 
depends on !flo. We wish now to eliminate some of 
the arbitrariness of 'l>o so as to simplify the inter-
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pretation of p and q. In particular, we ask that 

(<I>[p, q], P<I>[p, q)) = p, 

(<I> [p , q], Q<I>[p, q]) = q, 

(5a) 

(5b) 

two relations which impose on <1>0 the modest 
restrictions 

(<1>0' P<I>o) = 0, 

(<1>0' Q<I>o) = o. 
(6a) 

(6b) 

Equation (6) follows as a consequence of (5) di­
rectly, with the help of the familiar equality 

U-1 [p, q](aQ + ,BP)U[P, q] = a(Q + q) + ,B(P + p), 

where a and ,B are arbitrary c numbers. Henceforth, 
we shall assume Eqs. (5) and (6) to be satisfied. 

The adoption of (5) and (6) narrows the possible 
forms that can be taken by X in Eq. (4). In par­
ticular, Eqs. (5) and (6) lead to the following 
canonical kinematical form: 

ili(<I>[p, q], d<l>[p, q]) = pdq, (7) 

for a kind of differential form for x. We now take 
up several aspects of this example in more detail. 

Relation of Quantum and" Classical" Dynamics2 

In order to discuss restricted dynamical equations 
with the aid of the action functional (1), we let 
the unit vectors <I>[p, q] E ~ be functions of time. 
This we do simply by permitting p and q to be 
arbitrary, independent c-number time functions pet) 
and q(t), and define 

<I>(t) == <I> iP( t), q( t)]. (8) 

Note that the operators P and Q remain unchanged 
here. Combining (7) and (8) we find 

ili(<I>, d<l>/dt) = prj; 

here, and elsewhere, the dot signifies a time deriva­
tive, rj == dq/dt. 

With the help of the preceding expression, Eq. (1) 
reduces to 

where 

Ira = J [prj - H(p, q)] dt, (9) 

H(p, q) == (<I>[p, q], Je(P, Q)<I>[P, q]) 

= (<1>0' Je(P + p, Q + q)<I>o) 

== Je(p, q) + e(li; <1>0; p, q). (10) 

Equation (9) has the form of a classical action func­
tional where the classical Hamiltonian is H(p, q). 

According to (10), we see that H(p, q) has the 
functional form of the quantum mechanical Hamil­
tonian with explicit c-number substitution, i.e., 
Je(p, q) plus an additional term e depending on Ii, 
the fiducial vector <1>0 as well as on the momentum 
and coordinate. For nonpathological Hamiltonian 
operators, e depends only on positive powers of Ii; 
hence in this case, 

lim e(li; <1>0; p, q) = O. 
ir-O 

Thus as Ii ~ 0 we obtain H(p, q) = Je(p, q), which 
is just the conventional relation in order that 
H(p, q) be the appropriate classical Hamiltonian 
for the system under discussion. In this same limit, 
p and q achieve their conventional, classical sharp 
physical significance since, e.g., 

lim (<I>[p, q], (P - p)2<1>[p, qJ) = O. 
ir-O 

When Ii ~ 0, it is clear that a stationary variation 
of (9) yields the conventional classical equations of 
motion, and not the quantum equations. For a 
macroscopic system, where Je(p, q) » e, we expect 
the classical equations and interpretation to be very 
accurate. Hence we have established that a re­
stricted variation of lover just those vectors <I>(t) 
which obey (8) yields essentially the classical equa­
tions of motion, for macroscopic systems, and in the 
limit Ii ~ 0, it yields precisely the entire classical 
"picture." 

But such limiting cases are not the only ones in 
which the conventional classical equations can arise. 
We shall shortly prove that, for any Hamiltonian 
operator of the form 3C = !p2 + V(Q), we can 
always choose <1>0, consistent with (6), so that e 
is as small as desired for any system and not only 
for macroscopic systems. Thus, with e small, we 
again recover the conventional classical equations 
of motion, but since Ii ;;e 0, p and q do not have a 
sharp physical meaning, and these "classical" 
variables must be correctly interpreted for what 
they are: labels for Hilbert-space vectors as in (3). 
Thus, simply by a reinterpretation of the classical 
variables, we can regard the classical action func­
tional as a restricted evaluation of the quantum 
action. With this wider viewpoint understood, e 
ceases to be conceptually bothersome, and we can 
just as well regard H(p, q) itself as the "classical" 
Hamiltonian; indeed, the harmonic oscillator is a 
very important case where e is best chosen not to 
vanish. 

Certain classical statements contained in the 
present formalism may be compared with those 
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predicted by the conventional viewpoint based on 
Ehrenfest's theorem. This theorem states6 that the 
expectation values 

P == (tf>(t) , Ptf>(t» , 

Q == (tf>(t) , Qtf>(t» , 

(1Ia) 

(l1b) 

satisfy Hamilton's equations when tf>(t) is the true 
quantum solution. Clearly, for exact action principles 
when the true solution remains within ® the quanti­
ties defined in (11) are just those defined in (5). 
For inexact action principles, however, (5) differs 
from (11). From the point of view of this paper, the 
equations of motion that follow from (9) are of 
precisely the conventional form, e.g., 

dp/dt = -iJH(p, q)/Oq. 

On the other hand, Ehrenfest's theorem leads to 

dP/dt = i(tf>(t), [X, P]tf>(t» 

= i[X, P] ~ -iJX(p, Q)/aQ, 
the inequality holding as a general statement. 
Therefore, while the label point of view for position 
and momentum leads to Hamilton's equations, the 
expectation point of view in (11) for such variables 
leads to Hamilton's equations only in the limit 
h ---t O. 

Additional information regarding the "classical" 
dynamics of our one-dimensional examples may more 
easily be found if we first modify the set (5 in a 
very simple manner. 

B. Modification of the OFS to Include Phase 
Factors 

Instead of the set of vectors defined in Eq. (3), 
let us choose 

tf>[p, q, a] == U[p, q, a]tf>o == exp (-ia/h) 

X exp (-iqP /h) exp (ipQ/h)tf>o (12) 

to be members of (5, where a, 0 ::s; a < 27rh is a 
new c-number label. This expanded set of vectors 
may be treated exactly as in part A above. In 
particular, if p, q, and a become functions of time, 
the action functional for this restricted set of unit 
vectors has the form 

Ie = J [prj + a - H(p, q)] dt, (13) 

where H(p, q) is the same as in (10). Clearly a in 
no way alters the dynamics of p and q, nor is the 

a See, e.g., L. 1. Schiff, Quantum Mechanic8 (McGraw-Hill 
Book Company, Inc., New York, 1955), 2nd ed., p. 25. 

evolution of a determined by extremizing the action 
(13). If aCt) remains a free and undetermined func­
tion, then Eq. (13) evaluated for "an extremal 
path" has not one but many values, which is why 
arbitrary ray rotations were excluded in the con­
sideration of Eq. (1). Instead of regarding a as an 
independent "classical" dynamical variable having 
undetermined behavior, we shall elaborate a dif­
ferent viewpoint. 

Along with the unrestricted set (5 defined by 
Eq. (12), let us also consider a family of its subsets 
restricted so that a = a(p, q, t) for various functions 
a. Each of these restricted sets remains a valid OFS; 
e.g., if we put a = 0, we recover the set ® discussed 
in part A. We now consider several applications of 
various OFS restricted by a = a(p, q, t) where the 
form of a is chosen to accomplish one or another 
specific purpose, e.g., to share with the restricted 
set a certain desirable property exhibited in the 
unrestricted set. 

Exact "Classical" Action Functions 

We wish to demonstrate that for linear and 
quadratic Hamiltonians it is possible to choose 
a = a(p, q) in (12) so as to obtain a determinate, 
exact "classical" system. This is possible in cases 
where the unrestricted set (12) contains the evolu­
tion of its own members. 

As a first example let us choose X = AP, where 
A is a constant. It is clear that 

tf>(t) = e-itAPI*tf>(O) = tf>[p(0), q(O) + tA, a(O)], 

so that tf>(t) E (5. The phase a does not change at 
all here so we may set a = 0 for this example, 
picking out the OFS discussed in A. Since H(p, q) = 

Ap, it is clear that criterion E is satisfied. 
As a second example, let X = BQ, where B is a 

constant. Then 

tf>(t) = e-itBQ1*tf>(0) 

= tf>[p(0) - tB, q(O) , a(O) + tBq(O)], (14) 

a vector which is of the general form of (12) for 
all t. If we evaluate (13) for the indicated functions 
p, q, and a, we see that criterion E is obeyed. An 
alternate way to express aCt) is a = -pq, where 
we arbitrarily choose a(O) = -p(O)q(O). Thus, the 
set of vectors of the form (12) restricted so that 
a = -pq also contains the evolution of its members 
for the Hamiltonian X = BQ. The "classical" action 
assumes the form - f q(jJ + B) dt which clearly 
satisfies criterion E. Other choices of a = a(p, q, t) 
are appropriate for the general linear case X 1in = 
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AP + BQ + C, to exhibit the exact character of Ie. 
For any linear Hamiltonian, e in Eq. (10) vanishes. 

The fact that (13) may be exact for linear Hamil­
tonians can be seen as follows. The unitary trans­
formations U[p, q, a] acting on <Po in (12) form a 
group in virtue of the closed Lie algebra of 1, P, 
and Q; specifically, 

U[p, q, a]U[p', q', a'] 

= U[p + p', q + q', a + a' - pq'], (15a) 

which, on introducing <Po, states that 

U[p, q, a]<p[p', q', a'] 

= <p[p + p', q + q', a + a' - pq']. (15b) 

Hence, for any evolution operator exp (-itJC/h) 
that can be expressed in the form U[p, q, a], a 
choice for aCt) [that implicit in (15b)] exists so that 
the associated OFS leads to an exact action principle 
satisfying criterion E. Such JC are of the linear form 
AP + BQ + C. A generalization to coefficients 
A, B, and C that are functions of time offers no 
difficulty. 

To illustrate the analysis of quadratic Hamil­
tonians, we consider only the particular quadratic 
form JCh . o . = !(P2 + W2Q2 - hw) and we choose 
a = -!pq in (12). [When linear driving terms are 
present other choices for aU) are needed to exhibit 
the exact nature of a subset of the unrestricted set ~.] 
With this choice for a we are effectively considering 
the set '6 whose vectors are 

<p[p, q] = exp [-i(qP - pQ)/h]<po, (16) 

and the corresponding classical action functional 

I@) = J [Hpq - qp) -[H(p, q) ] dt. (17) 

Consider now the exactness of this action principle. 
The quantum evolution of the states in (16) is 

<p(t) = e-it:JCh.o.l*<p(O) 

where 

exp {-i[q(t)P - p(t)Q]jhje-it.lCh.o.l*<PO , (18) 

q(t) = q(O) cos wt + w -lp(O) sin wt, 

pet) = -wq(O) sin wt + p(O) cos wt. 

lt follows from (18) that <p(t) E '6, i.e., it is of the 
form (16), if and only if <Po is the ground state of 
JCh • o ., although other eigenstates of JCh •o . would 
only give phase factors that could easily be absorbed 
into aCt). By choosing <Po as an eigenstate, the ad­
dition of Xh . o • to the Lie algebra of 1, P, and Q 
can thus be effected without its actual inclusion, 

again giving rise to an exact "classical" action func­
tional. 

Armed with this result, we now observe the inter­
esting conclusion for oscillator Hamiltonians that 
an exact "classical" theory arises by extremizing 
the "classical" action function's dependence on the 
fiducial vector <Po and thus ensuring the eigenstate 
property of <Po; a global extremization further nar­
rows <Po to be the ground state of the oscillator. With 
this choice, e = !hw. The "classical" Hamilton 
Eq. (10) then becomes H h.o • = !(p2 + wV) cor­
responding to the preceding form for the harmonic­
oscillator Hamiltonian, JCh •o ., in which the zero­
point energy was subtracted off (a physically very 
attractive correspondence indeed when generalized 
to a Bose field!). Thus, (i) the classical equations 
for a harmonic oscillator imply the correct quantum­
mechanical time automorphism, (ii) the spectrum 
of the corresponding quantum Hamiltonian begins 
at zero, without a zero-point subtraction being 
necessary, and (iii) criterion E is evidently satisfied 
in (17) by virtue of Euler's theorem on homogeneous 
forms. 

The success of the analysis in (18) mainly lay in 
being able to commute the evolutionary operator 
with the unitary operator in (16) with the only 
"cost" being a change of the labels. This situation 
will prevail if the evolutionary operator generates a 
family of outer automorphisms of the Lie algebra of 
1, P, and Q, which is only true for a general quad­
ratic Hamiltonian. 7 

Canonical Transformations and Inexact 
"Classical" Action Functionals 

While criterion E is necessary to have an exact 
"classical" action functional it is not sufficient for 
by a suitable choice of a = a(p, q) in (12) and in 
(13) we can always satisfy criterion E. In particular, 
we could choose a equal to F(q, q), a function re­
lated to Hamilton's characteristic function, chosen 
such that p == -aFjaq and ~ == aFjaq = 

H ( - aF j aq, q). After such a canonical transforma­
tion, the "classical" action function reads8 

Ie = J (~q - ~) dt, 

which clearly fulfills criterion E. The restricted sub­
set of (12) determined by the above rule is an OFS 
conveniently labeled by ~, q, <p[~, q], in terms of 

7 J. E. Moyal and M. S. Bartlett, Proc. Cambridge Phil. 
Soc. 45, 545 (1949). 

8 See, e.g., H. Goldstein, Classical Mechanics (Addison­
Wesley Publishing Company, Inc., Reading, Massachusetts, 
1950), Chaps. 8 and 9. 
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which ili(cJ.>, dcJ.» P dq consistent with (7). But 
the functional form of Eq. (5)-let alone that of 
the more involved relation (4)-would in general 
be very different when expressed in terms of the 
variables Il, q. This difference reflects the fact that 
Eqs. (4) and (5) give to the canonical pair p, q 
a certain physical significance that may not be 
shared by the canonical pair p, q. With this physical 
difference recognized, it is clear that the Hamiltonian 
p would no longer be the expectation value of an 
infinitesimal element that generates an Abelian sub­
group of the set U[p, q, ex] as (5a) represents. Instead, 
p is the expectation value of the Hamiltonian 
Je(P, Q) in the state cJ.>[p, q]. If the Hamiltonian 
were not one of the linear or quadratic ones we dis­
cussed above, then the action functional would be 
inexact even though criterion E were fulfilled. These 
results in no way prohibit p and q from being "good" 
labels; they simply call our attention to the fact 
that (7) has many solutions [including all sets 
arising from (12) by the restriction ex = ex(p, q)], 
and among these is the solution (3) for variables 
p and q having a physical, translational invariance 
as is implied by (4). 

It is worth emphasizing the basic relation of a 
classical canonical transformation to an associated 
quantum transformation from our point of view. 
To carry out any canonical transformation, we 
merely pass from one OFS to another OFS differing 
trivially from the first by having different phase 
factors; no involved unitary transformation acting 
both on operators and vectors is coupled to the 
classical canonical transformation. Such unitary 
transformations are a separate invariance group of 
the quantum theory. 

By our definition, an inexact "classical" action 
functional is one whose associated OFS does not 
contain the true quantum-dynamical evolution of 
its members. The example above involving p and q 
implies that merely changing the labels of the 
vectors and introducing phase factors cannot, in 
general, make an inexact action become exact. In 
order to conclude that a given "classical" action 
functional satisfying criterion E is exact or not re­
quires some additional information regarding the 
physical significance of the variables in which it is 
expressed. One convenient way to analyze "classical" 
action functionals-and that which we follow in 
this and in subsequent sections of this paper-is, 
by means of Eq. (1), to express the action functionals 
directly in terms of specific labels whose physical 
significance is implicitly contained in inner products 
such as (4). 

The discussion associated with Eq. (18) has shown 
us that an inexact "classical" theory will result when 
Je is neither linear nor quadratic in P and Q. There 
is even no choice of cJ.>o that will lead to an exact 
theory. However, in the case 

Je = !p2 + V(Q) , 

a suggestive choice for cJ.>o can be put forward that 
gives to the "classical" theory its conventional form. 
For this class of Hamiltonians we find from (10) 
that 

+ (cJ.>o, [V(Q + q) - V(q)]cJ.>o) == c + v(q). 

Thus q(t) is the only dynamical variable on which (') 
depends. By choosing cJ.>0 sharp in Q space about 
zero we can make v(q) arbitrarily small. In addition 
to Eq. (6), such a cJ.>0 satisfies the relation (cJ.>0 Q2 cJ.>0) = 

arbitrarily small. The price for reducing ~(q) to a 
negligible quantity is that now c == H cJ.>0, p 2cJ.>0) 
becomes arbitrarily large. But we can cancel this 
constant by the choice of phase ex = ct in (13), 
thus eliminating (') altogether. In summary, if we 
(i) choose cJ.>0 arbitrarily sharp in Q space about 
zero, and (~i) use a set of states including cJ.>[p, q, ct] 
as defined ill (12), then we can bring the "classical" 
Hamiltonian H(p, q) arbitrarily close to the con­
ventional form !p2 + V(q) even when Ii ,e O. 

Operationally we can argue that the choice of cJ.>0 
to make v(q) negligible is a result of extremizing the 
"classical" action functional with respect to cJ.> 0, 

as was the case for the harmonic oscillator. In the 
present case we simply give priority to those parts 
of (') that do not lead to surface terms. 

A further investigation of inexact "classical" 
action functionals will be the subject of a separate 
study. There we shall consider the relative accuracy 
of the approximate vector solution cJ.>[p(t), q(t)], where 
p and q are solutions of the extremal equations based 
on (13), as compared to the true quantum-mechani­
cal solution cJ.>(t) = exp (-itJe/h)cJ.>(O). We anticipate 
that the approximate solutions will possess some form 
of "maximum accuracy" compared to the true 
solutions when we choose cJ.>o to extremize the 
"classical" action functional. 

C. Resolution of Unity and Continuous 
Representations 

While the phase variable ex is itself eliminated in 
favor of some specific functional form ex = ex(p, q, t), 
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in general the precise form of the elimination cannot 
be made a priori until the Hamiltonian is selected. 
It is fitting, therefore, that the resolution of unity 
in Eq. (1) of I is most directly found when all a 
are included. The completeness of the vectors in @5 
(a plays no role here, of course) has been demon­
strated by Moyal, and is easily proved by taking 
recourse to a Schrodinger representation of Hilbert 
space. We wish rather to illustrate the utility of 
Theorem 1, which is discussed in I, in deriving the 
measure on vectors in @5 in a resolution of unity. 

Quite generally, the resolution of unity in terms 
of such vectors will have the form 

1 = J ip[p, q, a].1(p, q, a) dp dq da iptfp, q, (Xl. (19a) 

Because of the group property in (15a) it is clear 
that the U[p, q, a) are also the elements of the 
unitary transformation group that leave @5 in­
variant. It is further clear that they form a transi­
tive permutation group acting in @5 and in view 
of Theorem 1 of I, if .1 exists, it can be determined 
everywhere up to a constant directly from the left­
invariant group measure.9 A simple calculation shows 
that A is constant, i.e., the weighting in (19a) is 
independent of p, q, and a. That the weighting would 
be independent of a could have been anticipated 
since the elements UfO, 0, a1 form an invariant sub­
group of the set U[p, q, a1 with an additive law of 
combination. Further, it is clear that a also disap­
pears from the special integrand ipipt in (19a), so 
that the integral over a simply multiplies .1 by a 
factor. It is important that this scaling of .1 is by 
a finite factor, which follows from the periodic 
nature of the parameter a. Consequently, the resolu­
tion of unity assumes the form 

- J dp dq t 1 - ipfp, q] 211'Ii ip fp, q], (19b) 

the over-all constant being determined, for example, 
by the single requirement that the expectation value 
of (19b) with ipo is one. Although obtained and used 
in different ways, Eq. (19b) is a result which agrees 
with the solution in reference 5. Thus, while a has 
no fundamental dynamical role, it is extremely use­
ful in deducing the resolution of unity (19b) ex­
pressed as an integration over the true dynamical 
variables. It is observed that the functional form 

9 The invariant group measure is discussed, e.g., by E. P. 
Wigner, Group Theory (Aclldemic Press Inc., New York, 
1959), Chap. 10, . 

of the resolution in (19b) is invariant under canonical 
transformations. 1 

0 

The existence of (19b) as a valid resolution of 
unity shows that a representation of Hilbert space 
can be realized by a suitable class of phase space 
functions. In particular, 

- J * dp dq ('ltlt 'lt2) - 1/t l(P, q) 211'n 1/tip, q), (20a) 

where, according to (19b), 

1/t(P, q) == (ipfp, q], 'It). 

This definition for 1/t(p, q) does not lead to a vector 
space of arbitrary functions but rather to one com­
posed of continuous functions that fulfill the relation 

1/t(P', q') = (211'1i)-1 J :Je(p', q';p, q)1/t(P, q) dpdq, 

where :Je is defined in (4). This restriction on 1/t is 
implied by (20a) when we set 'ltl = ip[p', q']. Among 
the properties required of 1/t is the bound 

since ip is a unit vector. 
The preceding representation reduces essentially 

to the Fock representation by entire analytic func­
tionsll when ipo is chosen as the ground state of an 
harmonic oscillator. To see this, let us first reexpress 
the vectors in (3) in an equivalent form: 

where 

A == (!w/Ii)!Q + i(iwli)ip, 

and A * is the adjoint of A. The operator A is the 
usual annihilation operator for an oscillator. If ipo 

is the oscillator ground state, then A ipo = 0, and 
the related term in the expression for ip will vanish. 
Apart from mUltiplicative normalization factors, 
therefore, ip[p, q] depends only on x - iy.12 To 

10 It is worth remarking at this point why we do not con­
sider a set @5 that includes <I>[p] = exp (ipQ)ipo for all p. If 
this set @5is not complete then its utility is severely impaired; 
if it is considered complete then a resolution of unity in terms 
of these states should exist. Recourse to a SchrOdinger repre­
sentation shows that any kernel K(x', x") proposed as a 
matrix representation of unity fails to satisfy translational 
invariance unless <1>0 is an eigenvector of the momentum 
operator P. Since such eigenvectors do not exist, one would 
be forced into resolutions of unity having physically un­
desirable characteristics. 

11 V. Bargmann, Commun. Pure Appl. Math. 14, 187 
(1961). 

12 A related set of normalized states, which depends essen­
tially only on one complex variable, is discussed by J. R, 
J{lauder, Ann. Phys. (NY) 11, 123 (1960), p. 125, 
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eliminate the normalization scale factors, let us 
introduce 

w == (<I>[p, q], <I>o); 

in view of our choice for <I>o, w never vanishes. Then 

f(P, q) == w-!(<I>[p, q], 'It) = f(z) , 

i.e., f is a function of z = x + iy, or stated other­
wise, f is analytic, which furthermore is defined 
everywhere. To account for the weight factor w we 
have introduced, we must redefine the inner product 
(20a) as 

('It!, 'lr2 ) = f n(z) Iwl2 dx 1r
dy 

Mz), (20b) 

where Iwl 2 = exp [- (x2 + y2)]. These results con­
form with those given by Bargmann.ll In the repre­
sentation associated with (20b) , the functions fez) 
need only be entire; in a manner of speaking, the 
measure now contains the boundedness property 
required of 1/!. 

Whether or not we choose <I>o as above, we wish 
to emphasize that Eq. (20) entails a representation 
of vectors by phase-space functions as contrasted 
with the more conventional representation of 
operators by phase-space functions.!3 In the present 
formalism, operators are continuous functions of two 
phase-space points, e.g., for (20a) 

<B(p', q'; p, q) == (<I>[p', q']' <B<I>[p, q)), 

(21) 

wherein the summation convention for label indices 
has been adopted. For the sake of clarity and to 
facilitate the comparison with the preceding sec­
tion, we shall assume our labels to be the so-called 
"canonical coordinates.,,14 In terms of these labels, 
the finite unitary transformation 

VW] = exp (rLa). 

The set of states ~ is now defined to contain all 
vectors of the form 

<I>WJ = V[rJ<I>o = exp WLa)<I>O' (22) 

Postulates 1 and 2 of I may be verified by a study 
of the quantity 

a continuous function of the single-parameter set 
(l,-l·Zt, where the dot denotes group multiplication 
in label space. We remark on Postulate 3 of I below. 

Considered as a function of time, we let 

<I>(t) = <I>W(t)J = exp [l"(t)L.J<I>o. 

By making use of the general operator rule 

valid to first order in B, we find that 

d<I> = dZb(t)M~(t)Lc<I>(t), (24) 
and their operation on vectors is effected by inte- defined where the numerical coefficients M~ are 
grating <B1/! over both p and q: 

through the relation 

(ffi1/!)(p', q') = (21rli)-1 f ffi(P', q'; p, q) dp dq 1/!(p, q) M~(t)Lc = L exp [sZ·(t)L.JLb exp [-sZC(t)LcJ ds. (25) 

[ef. Eqs. (7) and (8) of IJ. Equation (9) of I ensures Now let us introduce additional numerical coeffi­
that the representation of <B is both continuous and 

cients U: by 
unique. 

3. LABELING BY PARAMETERS OF UNITARY 
Lm GROUPS 

Let us consider a generalization of the examples 
discussed in the last section to the case of an N­
dimensional Lie group of unitary transformations 
acting in an n-dimensional Hilbert space. An N­
dimensional Lie group element is characterized by 
N parameters, r, a = 1, 2, ... , N. Elements near 
to unity may be generated from N skew-Hermitian 
infinitesimal elements La. The L. are assumed to be 
elements of a Lie algebra whose commutator product 
satisfies the well-known conditions 

13 E. P. Wigner, Phys. Rev. 40, 749 (1932); see also refer­
ences 3-5, and additional references therein. 

U:(t)Ld = exp [- r(t)LaJLc exp [Zb(t)LbJ. (26a) 

An implicit expression for the label space matrix 
U = {U:} is given by 

U(t) = exp [-l"(t)c.L (26b) 

where Ca is the matrix formed from the structure 
constants whose bd element is C~b' In terms of the 
coefficients U:, we have 

The constants Vd are real and characterize the ex­
pectation value of ihLd in the fiducial state <I>o. 

14 C. Chevalley, Theory of Lie GrOUp8 I (Princeton Uni­
versity Press, Princeton, New Jersey, 1946), Chaps. IV and V. 
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Depending on the relative dimensions of Nand n, 
the constants Vd mayor may not determine lJIo up 
to a phase factor given an explicit representation of 
the infinitesimal elements. At any rate, in terms 
of the quantities defined above, the canonical 
kinematical form is 

(28) 

where 

(29a) 

Adopting a matrix notation once again, we may ex­
press the "vector" Y in terms of the "vector" v as 

Y = [1 - exp ( - zaca) ] (l"ca) -IV, (29b) 

where again Ca is the matrix of structure constants.a 

The" classical" Hamiltonian is defined by 

Her) == (IJIW], JCIJI[laJ). (30a) 

In the event that JC is a linear sum of infinitesimal 
elements, i.e., JC = ilihcL., then from (27) we have 

(30b) 

In either case, the "classical" action functional 
assumes the form 

The "classical" equations of motion follow from 
extremizing (31) with respect to independent varia­
tions in lb. These equations are 

A 'b == (aYb _ aYc)lb = ~Ji. 
cb~ ar alb ar (32) 

A more explicit form for Acb may be found as follows. 
The time derivative of (26a) may be expressed with 
the aid of (25): 

'O:(t)L. = IbM: exp (-l"La)[L., Ld] exp (l°L.) 

= IbM:c~dU;L •. 

This relation is true for all time functions t(t), 
and due to their linear independence and to the 
linear independence of the infinitesimal elements 
L., we have 

(33) 

In view of (29a) , the partial derivative aYb/aZC is 
given by 

Substituting from (33) and antisymmetrizing in c 
and b we finally obtain 

Acb = [aMUalC 
- aM~/at 

+ M:M~c~d - M:M:c~d]U;V" (34) 

Returning to Eq. (32), we see from the antisym­
metry of A cb that 

'cA'b 'c aH dH aH 
1 cbl = 1 ar = dt - at = 0, 

which expresses the constancy of H if H is not an 
explicit function of t. If Acb is nonsingular, Eq. (32) 
fully determines the solution. Conversely, if Acb 

is singular, the equations of motion do not deter­
mine the solution t(t) uniquely; furthermore, if the 
dimension N of the Lie group is odd, A is necessarily 
singular. Such was the case for the dynamical ex­
ample involving p, q, and a in Sec. 2. But just as 
there was a distinguished choice for aCt) for linear 
Hamiltonians to make manifest the exact nature of 
their action functionals, we find an analogous dis­
tinguished solution for (32) whenever H has the 
form (30b), even if Acb is singular. While an explicit 
form for this solution za(t) is difficult to write down, 
it is clearly defined for any lJIo through the relation 

lJI(t) = exp (thbLb) exp [l"(O)La]lJIo == exp W(t)La]lJIo• 

(35) 

That the time evolution in (35) remains a vector 
in ~ is a consequence of the Baker-Hausdorff 
theorem, but closed-form solutions are available for 
only a few algebras.15 The exact quantum-mechanical 
solution (35) is also the extremal solution for (31), 
and the evaluation of I f:5 for this solution vanishes, 
thus satisfying criterion E. If in addition the set ®, 
i.e., the set of vectors 1JI[r] at anyone time, is 
complete, then the "classical" action principle (31) 
is exact. 

For exact action functionals, the physical transi­
tion matrix element 8 to go from one state IJIW] E ® 
at time 0 to another state lJI[l,a] E ® at time t, 
has a simple appearance. In particular, from (35), 
we see that 

8".1 = (lJI[l,a], IJIW(t)J) 

= X(l,a; la(t». 

Thus for exact action functionals, dynamical transi­
tion amplitudes may be read directly out of (23), 
which, in turn, involves only the projection of the 
vectors in ~ on the fiducial state lJIo• 

When JC lies outside the Lie algebra, we are 
generally led to an inexact "classical" action prin-

16 For a recent discussion of this theorem, see: G. H. Weisij 
MIll A, A. Maradudin, J. Math. Phys. a, 771 {1962), 
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ciple. Although the equations derived from such an 
action principle have the form shown in (32), they 
generally remain inexact for any choice of <Po; the 
exceptional cases, analogous to JCh • o . treated in 
Sec. 2, are discussed below. For reasons similar to 
those presented in Sec. 2, we may expect to secure 
classical equations of "maximum accuracy" if we 
choose <Po so as to extremize Ie;. These topics will 
be discussed elsewhere. 

Consideration of Simplifiable, Enlargable, and 
Special Cases 

Suppose now that the Lie algebra is simplifiable 
in the sense that there exists a choice of infinitesimal 
elements such that two or more subsets of elements 
are totally unconnected with one another by the 
structure constants c:b • Then, according to (25) 
and (26), both M and U provide admixtures only 
within each individual subset. The canonical kine­
matical form becomes a sum of terms, each similar 
to that appearing in (28). It is clear that the Hilbert 
space in such a case may conveniently be chosen as 
a product space, a product over as many spaces 
as there are disconnected subsets of the Lie algebra. 
If the Hamiltonian is a linear sum of infinitesimal 
elements, then the Hamiltonian part also breaks 
up into a sum of terms like (30b), each depending on 
the parameters within a subset. Such a Hamiltonian, 
therefore, does not mix the dynamics in one product 
space with the dynamics in another. The complete 
problem is a sum of noninteracting smaller problems, 
one for each of the disconnected subsets of the 
original Lie algebra. 

However, if JC is not simply a linear sum of in­
finitesimal elements, then the Hamiltonian defined 
by Eq. (30a) will possess interaction terms, terms 
in which the labels from two or more subsets may be 
involved. In principle, the Lie algebra could be en­
larged so as to include JC (and generally other 
elements as well). In this enlarged algebra, with ad­
ditional parameters, JC is now an infinitesimal ele­
ment and the form in (30b) prevails. Disconnected 
subsets may be sought in the enlarged algebra. If 
they are found the problem can be reduced to a sum 
of simpler noninteracting problems. More specific 
statements can be made if the Lie algebra were 
semisimple, for then the disconnected subsets would 
be a direct sum over simple algebras whose proper­
ties are well known. 

A particularly simple dynamics arises for those 
labels belonging to elements in the center e of a 
Lie algebra, i.e., those infinitesimal elements that 
commute with all other infinitesiInal elements. If 

Lb is such an element, then (25) and (26) state, 
respectively, that M~ = U~ = o~. From (29a) we 
see that the contribution to (28) of such elements 
is simply a total differential, Vb dlb

, summed only 
over the elements in e. The contribution of these 
terms to the Hamiltonian part is trivial in the 
case (30b) , i.e., H = hbVb + (terms involving non­
central labels). Thus, the complete dynamics is 
not fully determined, the evolution of the parameters 
of the elements in e being arbitrary; e.g., if we were 
to set lb = hb, as suggested by (35), then the ap­
pearance of these variables as well as their energy 
shifts would disappear completely. The basic dy­
namical elements in this case lie outside the center e. 

It would be possible to use this information re­
garding the time behavior of the parameters of the 
elements in e to simplify the "classical" action 
functional. Thus, of the possible paths <p[l"(t)], we 
might consider only those for which the central 
element parameters equal specific time functions 
which satisfy their elementary equations of motion 
lb = hb; in the derivation of the "classical" equations 
only the remaining variables would be varied. Care 
should be taken, however, lest the restricted set of 
states with only noncentral element parameters free 
to vary fails to span .s). 

If, on the other hand, the Hamiltonian is not 
simply a linear sum of infinitesimal elements, then 
H(l") defined by (30a) may very well depend on the 
parameters of those elements in the center. Equations 
generated by extremal conditions for central ele­
ment parameters are then constraints, 0 = aHjalb

, 

i.e., the parameters relating to the elements in e 
enter the Lagrangian at most only in the form of 
Lagrange multipliers. 

After establishing that the Hamiltonian JC is a 
member of the Lie algebra, suppose we further find 
that JC lies in a subalgebra. Then it may be desirable 
to simplify the action functional by simply setting 
r(t) = 0 (or more generally their values for the 
identity element) for those infinitesimal elements 
outside the subalgebra. Thus, we are restricting our 
algebra in such a way that only the subalgebra 
containing JC appears. Such a restriction should be 
carried out only if (or should be carried out only to 
an extent that) the vectors remaining in e; form a 
complete set. Otherwise the exact "classical" action 
principle possible in such a case would be restricted 
to apply to an incomplete set, and the dynamics for 
an arbitrary state vector could not be predicted. 

A special case arises if the Hamiltonian JC is an 
element of a Lie algebra, the remaining elements 
of which form an invariant subalgebra, and if JC 
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has at least one discrete eigenvalue. In such a case, 
the solution (35) is applicable and we express it as 

<p(t) = exp (tLh) exp W(O)La]<po; 

the summation over "a" also includes the element 
L h , the infinitesimal element representing :te. This 
solution may be written in the form 

<p(t) = exp [la(t)La] exp (tLh)<PO, (36) 

where 
la(t)La == la(O)e'LhLae-'Lh. 

From the definition of la, it is clear that 

lh(t) = lh(O) , 

[bet) = [b[ZC(O), t]; b,c rf h. 

(37a) 

(37b) 

Now choose <Po to be one of the eigenvectors of 
:te, hence also of L h, such that exp (tLh)<Po = 

exp (-iwt)<po. Then, apart from a trivial phase 
factor (which may be absorbed if one of the ele­
ments La is, or effectively acts as unity), the solution 
(36) has the special form 

<p(t) = exp [la(t)La]<Po. 

According to (37), if we choose teO) = 0, then 
lh(t) = 0, and furthermore, there is no disturbance 
to the remaining labels lb(t), b ~ h. Thus by this 
choice, all appearance of the Hamiltonian label lh 
can be eliminated from ~, and if the remaining 
vectors in ~ are a complete set, then the action 
functional remains exact. It is just this situation 
that occurred for the harmonic-oscillator example 
discussed in Sec. 2. 

There also may be a simplification in the param­
eterization when certain of the constants Vd in (27) 
vanish. From Eq. (29a) it is clear that Yb will in 
general be simpler if some of the Vd vanish. We shall 
exclude cases where all the constants Vd vanish, 
since then the canonical kinematical form itself 
vanishes. In the elementary example of Sec. 2, 
for instance, we chose <I>o in Eq. (6) so that two out 
of three such terms would vanish. The vanishing 
of these expectation values was extended even further 
to include the Hamiltonian in the case of the har­
monic oscillator. 

An even greater simplification of the parameter­
ization may take place if the stronger conditions 
L"" <Po = L"" <Po = ... = 0 hold true for a set of 
elements (L"", L"", ... ) which form a subalgebra. 
Let us order our labeling so that L m , m = 1, ... , M 
denotes the elements in such a subalgebra, and 
L", p = M + 1, ... ,N denotes the remainder of the 
elements in the algebra. Then <p[la} in (22) has the 

special property that if l" = 0, p = M + 1, ... , N, 
then <I> [l"'] = <Po, independent of the values of the 
remaining parameters. This suggests that <I>[la] really 
depends not on N variables but only on N - M vari­
ables. Call these independent variables r·, q = 1, ... , 
N - M. Then in general we expect that there is a 
many-one mapping of points za to points ra such that 
<pW] = <p[r·]. The set of points la mapped onto one 
point r· may be found from 

exp (laLa)<po = exp (laLa) exp (8mL",)<I>o 

== exp [[a(lD, 8
m)La]<I>o. 

For fixed t the set 

W == (la I ta = la(lb, 8
m), 8'" arbitrary) 

is mapped onto a single point whose coordinate 
values r· are determined from N - M continuous, 
linearly independent set functions: r· = f"(W). It 
is important that the L", form a subalgebra in the 
above analysis. 

The possibility that L",<po = ° seems to be not an 
uncommon circumstance as the following example 
shows. Consider the Lie group SU(n), the n-di­
mensional unitary-unimodular group, acting on an 
n-dimensional Hilbert space. Without loss of gen­
erality, we can take a representation in which <Po is 
represented by one in the first row and zero in the 
remaining rows. Now there exists a subgroup of 
SU(n) that leaves <I>o invariant, and this subgroup is 
clearly isomorphic to SU(n - 1). Thus of the 
n2 

- 1 parameters in SU(n), a number corresponding 
to SU(n - 1), i.e., (n - 1)2 - 1 are totally arbitrary. 
This leaves (n2 

- 1) - (n - 1)2 + 1 = 2n - 1 
effective parameters to describe <I>. While an ex­
pression of these effective parameters in terms of 
those of SU(n) is, in general, very complicated, it 
is easy to see that the number 2n - 1 is correct, 
since, in a complex n-dimensional space, there are 
2n real variables needed to describe a vector, less 
one to account for normalization. 

It is worth speculating at this point that an ex­
tension of the analysis of those cases where several 
L", annihilate <Po may shed some light on the form 
taken in quantum mechanics by classical guage 
groups. Although our present analysis is basically 
relevant to a finite number of degrees of freedom, 
it certainly contains non-Abelian classical c-number 
symmetries. Thus, the introduction of infinitely 
many similar spaces to describe a field, and the 
enlargement of the symmetries to describe locally 
variable guages may well clarify the quantum treat­
ment of such questions. We hope to comment on 
this possibility in subsequent work. 
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An Example 

It is clear that one example of the formalism de­
veloped in this section is the one-dimensional prob­
lem treated in Sec. 2. We quote without proof some 
results of another application of our general formal­
ism to a two-dimensional Hilbert space. We choose 
as infinitesimal elements of our Lie algebra !id, 
where d are the three Pauli spin matrices. A vector 
notation will be used throughout to treat the label 
indices. The members of the OFS are 11>[1] == 
exp (!il· d) 11>0' The fiducial state is characterized 
as in (27) by giving v == (! Ii) (11)0' dl1>o). In terms of 
these quantities, the canonical kinematical form 
reads 

ih(I1>, dl1» = y·dI, 

where 

y == (r3 sin 1 - Z-2)(1·v)I 

- 1- 1 sin lv + r2(1 - cos l)I xv. 

Here 1 denotes the magnitude of l. If we choose a 
Hamiltonian of the form (!h)h· d [cf. Eq. (30b)], 
then an exact "classical" action principle results 
whose Hamiltonian is 

H(I) = cos l(h·v) 

+ r2(1 - cos l)(h·l)(v·I) + r 1 sin l(I xh·v). 

We shall not pursue the reSUlting equations of 
motion, save to remark that the evolution of 1 is 
necessarily nonunique since the Lie algebra has odd 
dimensionality. 

The introduction of new labels other than the 
"canonical coordinates'~ we have been using cannot 
change the physics of a given problem but only its 
description. We now wish to point out that quite 
different labels give to the preceding example a 
much simpler appearance. For this purpose we choose 
to label an equivalent OFS by Eulerian angles: 

In these variables, the canonical kinematical form 
is expressed by 

ih(I1>, dl1» = (!h) cos (J dcp + (!h) d1/;, 

and the "classical" Hamiltonian becomes (!h)h·w, 
where 

w == (sin (J cos cp, sin (J sin cp, cos (J). 

While the unit vector w appears to be an ordinary 
three-vector, the unusual role of (!h) cos (J as a 

momentum conjugate to tp can be shown to infer 
the Poisson bracket relation [w~, Wuh.b. = -2w./h 
characteristic of an angular momentum. Thus, spin 
degrees of freedom in our formalism have a "clas­
sical" description of the form but not the interpre­
tation extensively discussed by Bohm and co­
workers. 16 

Resolutions of Unity and Continuous 
Representations 

For completeness, let us make some remarks re­
garding resolutions of unity expressed in terms of 
the vectors 11>[r], which we assume to satisfy Post­
ulate 3 of I, i.e., so that the form 

(38) 

is true. Since the VW] coefficients in (22) form a 
group, they are also the elements of the invariance 
group 9 of @). As such they form a transitive group 
in which any vector can be transformed into any 
other vector in @). When 9 is compact, the invariant 
measure theorem, Theorem 1 of I, assures us that if 
(38) is true, we may without loss of generality choose 
or as the invariant group measure. Indeed, when the 
representation of the VW] is irreducible, Schur's 
lemma guarantees (38) for any 11>0' If the group 9 
is not compact, a possible candidate for or is still 
the (left-) invariant group measure. If the Lie algebra 
is simplifiable in our earlier sense, then the resolu­
tion of unity is a product resolution over each of the 
product spaces that make up the Hilbert space S). 

The assumed validity of (38) gives rise to a 
representation of S) by means of continuous label­
space functions. In particular such functions are 

1/;(l") == (11)[l"], 'It), 

while from (38) the inner product takes the form 

('It 1 , 'lt2) = J 1/;W')0l"1/;2(za). (39) 

The functions 1/;(1") representing vectors in Hilbert 
space are not arbitrary but must satisfy the pro­
jection identity 

1/;(l") = J x(l"; 1")1/;(l")ol", (40) 

where X is defined in (23). The solutions to (40) 
form a linear vector space and include as special 
cases those functions which represent vectors in ~. 
That is, when 'It = l1>[l"b], Eq. (40) holds for the 
special case 1/;(l") = X(l"; l"") [cf. Eq. (6) of I]. 

18 See, e.g., D. Bohm, R. Schiller, and J. Tiomno, Nuovo 
Cimento Suppl. 1, 48 (1955). 
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Such a constraint on X used in conjunction with 
the canonical kinematical form (28) could be help­
ful in deriving X starting purely from the "classical" 
theory. 

4. LABELING BY VECTOR COMPONENTS 

Let us confine our attention initially to an n­
dimensional Hilbert space, but allow any Hermitian 
operator to be a potential candidate for the Hamil­
tonian. To ensure that we obtain an exact "classical" 
action principle, we shall parameterize and include 
all unit vectors in our overcomplete family of states. 
For example, the parameters of the Lie group SU(n) 
could be used and even arranged so that just one 
such parameter was associated with the Hamiltonian. 
However, many of the remaining parameters would 
be superfluous, and the vectors would be inde­
pendent of them. A symmetric and virtually non­
redundant set of parameters may be introduced 
in the following manner. 

Let 1/1 = 1/11, '" , 1/In be an n-tuple of complex 
numbers lying on the complex n-dimensional unit 
sphere S;j 

(41) 

Then each point in S; corresponds to a unit vector 
in Hilbert space and, by means of a suitable mapping 
mt: 1/1 --t <1>[1/1], we can characterize each unit vector 
by a "label" 1/1. The inner product of two such vectors 
can be expressed as a function of their labels, which 
we sha,ll define as 

Postulate 1 of I, regarding the local density of the 
vectors in ~ as well as the completeness aspect 
of Postulate 3 of I are trivially fulfilled. The con­
tinuity of the labeling, Postulate 2 of I, is satis­
fied in virtue of the form adopted in (42). 

If we now consider vector-valued time functions 
we put as before <I>(t) = <I>[lf(t)]. The canonical 
kinematical form follows from the differential of 
(42) as 

ih(<I>, d<l» = ihlf* dlf. (43) 

The "classical" Hamiltonian must be a bilinear 
functional in 1/1* and 1/1 and is of the general form 

H = (<1>[1/1], JC<I>[1/I]) == 1/I*Jclf' (44) 

The equations of motion that follow from an action 
principle based on (43) and (44) are, as expected, 
iii iJlf!CJt = Jclf. Since the solution must remain a. 

unit vector in the Hilbert space, it is characterized 
by some label If, and consequently the "classical" 
action functional is exact. This example is one where 
the generalized "classical" theory, as we have defined 
the term, will contain the same physics and very 
nearly the same formalism as the quantum me­
chanics. Here the relative term "classical" is inter­
changeable with the term "quantum." 

As regards the resolution of unity, we can expect 
the following form to hold: 

The set @5 is invariant under any and all unitary 
transformations. If we invoke the invariant measure 
theorem, Theorem 1 of I, then Schur's lemma in­
sures that the integral in (45) is in fact necessarily 
proportional to the unit matrix. The appropriate 
measure on vectors has the symmetric form 

where rand i denote the real and imaginary parts, 
respectively. 

From (45) there arises a representation of Hilbert­
space vectors by functions of 1/1* homogeneous in 
the first degree. The inner product of two vectors 
is then expressed by 

where 

W(lf) == (<I>[lf], 'It) == .t lf~"k' 
k-1 

and "k are n complex coefficients. 

Two-Dimensional Space 

Consider the case n = 2. Of the four real param­
eters in lf1 and 1/12, one may be eliminated by means 
of the constraint (41) and another represents an 
over-all phase factor which can not be a true dynami­
cal variable. [The over-all phase was useful in 
establishing the weight factor (46) in the resolution 
of unity, but may now be eliminated.] Thus there 
are only two dynamical degrees of freedom. In 
order to more clearly display these two degrees of 
freedom, we proceed as follows. 

Let N be a projection operator with eigenvectors 
<I> (0), and <I> (1) such that N<I> (r) = r<l> (r). We now 
define 
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where X is a complex variable restricted so that 
o S Ixi s 1, and -a/n is the phase of the projected 
component. To fix the phase of X, we set 

(1 - N)<I>[1ftl = xe-;a/*<I>(O). (47b) 

When expressed in these variables, the canonical 
kinematical form becomes 

ih(<I>, d<I» = (ih/2)(x* a,x) dt + da, (48) 

where A alB == A(aB/at) - (aA/at)B. The Hamil­
tonian is clearly a function only of X and x* defined 
by 

H(x) = (<I>[1ft], X<I>[1ft]). (49) 

The total differential da will not effect the dynamics, 
and may be arbitrarily specified. As an example, 
therefore, let us restrict ® so as to include only 
those vectors of the form (47) for which a = O. 
Now that we have restricted our OFS to only those 
vectors parameterized by true dynamical degrees 
of freedom, the question arises whether there remain 
any Hamiltonians for which the "classical" action 
principle will be exact. 

To answer this question we observe that any 
vector that we choose as an initial vector will have 
a real coefficient of <I> (1). As time progresses, this 
property must be maintained for any choice of X 

at t = 0; hence there can be no mixing of (47a) 
and (47b) as time passes. The state <I>(l) must 
be an eigenvector of the Hamiltonian with eigen­
value zero. Thus the most general solution is X = 

nw(l - N), which in turn leads to 

H(x) = hwx*x. (50) 

We see that the "classical" action principle 

I = J (!ihx* ;J,x - hwx*x) dt (51) 

for a single fermion oscillator is an exact action 
principle. This conclusion remains true even if w 
is an explicit function of t. Furthermore, the inter­
pretation of X follows from (50); as usual, it is 
simply a probability amplitude for oscillator ex­
citation. 

Generalization to a Fermion Field 

An infinite linear sum of action functionals of 
the type in (51), each characterizing an independent 
fermion oscillator, can be used to describe a fermion 
field. So long as the oscillators remain independent, 
the over-all action functional will be exact. It 
follows, for example, that the conventional Dirac 
c-number action functional in the presence of an 

external, fixed c-number source may be considered 
as an exact "classical" action principle since it may 
always be resolved into independent noninteracting 
oscillators. If the source is also allowed to respond 
dynamically it means, in general, that the "classical" 
action is no longer exact. In either case the "classical" 
action functional arises as a restricted evaluation of 
that action, of the general form in Eq. (1), which 
leads to the so-called second quantized SchrOdinger 
equations.17 Thus we find the satisfying result that 
the Dirac equations are simply "classical" equations 
relative to the second quantized formalism for 
fermion fields, exact in the absence of dynamical 
interactions, with all the Fermi-Dirac statistics being 
correctly included by the limitation 0 S Ixl S 1 
placed on the "classical" amplitude of each inde­
pendent oscillator. 

5. SUMMARY 

We have focused our attention in this paper on 
the relation of quantum and classical dynamics 
from the standpoint of continuous-representation 
theory and its associated overcomplete families of 
states. A study of the elementary examples in Sec. 2 
suggested that classical mechanics can already be 
viewed as the study of quantum mechanics for a 
certain restricted class of vectors if only we reinter­
pret the classical variables as labels for those vectors. 
The generalization of this result led to our concept 
of "classical" dynamics relative to a set @S as the 
study of quantum dynamics for unit vectors re­
stricted to the subset @S. Such a definition for the 
restricted dynamics merits the name "classical" 
since it deals with c-number variables capable of 
continuous variation with the aid of conventional 
action principle techniques. 

In a larger and more abstract sense it should be 
recognized that the dynamical variables are in­
variantly characterized as the Hilbert space vectors 
themselves, it being expedient to discuss these 
vectors by the labels we introduce. 

There are several aspects of our formalism and 
viewpoint worth noting. Firstly, the construction 
and analysis of classical theories becomes at the 
same time a partial study of quantum-mechanical 
theories. For simple enough systems we have learned 
that the classical dynamics is sufficient to infer the 
correct quantum dynamics. 

17 For further details relating to the evaluation of the 
action principle for the relevant restricted set of states, see 
J. R. Klauder, Ann. Phys. (NY) 11, 123 (1960), pp. 159 and 
160. Many of the formal manipulations in that reference re­
garding the measure on label-apace points may be eliminated 
by the conventional device of first working in a "box" of finite 
volume and later passing to the limit. 



                                                                                                                                    

GENERALIZED CLASSICAL DYN AMICS 1073 

Secondly, we have seen that the appropriate 
"classical" theory is dictated once we are given the 
subset ~ of Hilbert space vectors, the labels for 
these vectors, and the Hamiltonian. Thus the pos­
sible forms of "classical" action functionals can be 
classified and catalogued, e.g., in the manner dis­
cussed in Sec. 3. Then, were we confronted with a 
specific classical theory, the possible associated 
quantum theories and their properties could be 
readily determined, at least in principle. 

Thirdly, let us reconsider the "process of quantiza­
tion" from our viewpoint. Initially suppose we are 
given a classical theory in the form of an action 
functional expressed in terms of c-number dynamical 
variables. The first step is to reinterpret the classical 
variables as vector labels and to view the action 
functional as a restricted evaluation of the true 
quantum action functional. It is in this step that 
the conventional factor-ordering ambiguity, if any, 
would show up. For example, given only Je(p, q) 
in Eq. (10) the term (9 must first be chosen before 
the "classical" Hamiltonian H(p, q) is determined. 
While some of the freedom in e stems from the 
arbitrariness in <I>o, some may also lie in the factor 
ordering in Je. It is our contention that the proper 
choice of the classical Hamiltonian should already 
coincide with one of the possible expectation values 
H; the general separation of the classical Hamiltonian 
into (9 and H - 19 is to be regarded as heuristic and 
not of fundamental significance. Adopting this point 
of view, our first step then neither changes the form 
of the classical action functional nor alters the 
mathematical properties of the dynamical variables 

(e.g., c-number ~ operator); it is strictly a re­
interpretation of the physical meaning of the old 
c-number variables. 

The second step of quantization involves an en­
largement, in one way or another, of the domain of 
the action functional so as to infer the true quantum 
dynamics. As we have seen, this enlargement need 
only proceed to a point where an exact "classical" 
action functional arises. Independent of just how 
far this domain enlargement proceeds, the process 
of quantization, which-as far as the dynamical 
formalism is concerned-is entirely contained in this 
domain expansion, is seen to involve a smooth and 
continuous transition.Is This desirable conceptual 
feature, coupled with the universal applicability of 
our approach to any dynamical system, and coupled 
with the physically desirable correspondence that 
eliminates the zero-point field energies, all provide 
strong reasons to favor our view of "classical" 
theories as simply being restricted quantum theories. 

18 An alternate means to pass from a classical to a quantum 
theory is by means of the Feynman sum-over-histories. The 
analogue of this technique in our formalism has a somewhat 
different form than the usual one; it is discussed formally in 
general terms similar to those of the present paper in J. R. 
Klauder, Ann. Phys. (NY) 11,123 (1960), pp. 142-149, and in 
unpublished lecture notes "The Sum-Over-Histories: For­
malism and Some Applications," University of Bern, Switzer­
land, 1962. 

A related formulation of the Schwinger Action Principle 
approach to quantum mechanics that is suitable only for 
infinite-dimensional Hilbert spaces is discussed in reference 3. 
A more general statement of the Schwinger Action Principle 
is implicitly contained in our formalism. For example, the 
basic kinematical effects are contained in an expression of 
o( <I>[l"'], <I>[l"]) in terms of label differentials with the aid of 
the formulas in Sec. 3. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 4, NUMBER 8 AUGUST 1963 

A Thermodynamical Limitation on Compressibility * 
LINCOLN E. BRAGG AND BERNARD D. COLEMAN 

Mellon Institute, Pittsburgh, Pennsylvania 
(Received 20 February 1963) 

In their theory of thermostatics, Coleman and Noll have obtained a convexity inequality which 
places restrictions on admissible stress-strain functions for elastic materials. Here we show that for 
an arbitrary elastic material in an arbitrary state of strain F, the general convexity inequality implies 
that the modulus of compression k obeys the inequality k(F) ~ ip(F) where p is the mean pressure, 
i.e. minus one-third the sum of the principal stresses. Here k is defined to be the derivative of p with 
respect to the mass density along a deformation process representing a uniform expansion from the 
state F. 

INTRODUCTION 

I N the classical theory of infinitesimal deformations 
about a stress-free state of an isotropic elastic 

solid, it is usually assumed that the Lame coeffi­
cients A and I-' obey inequalities 

A + il-' > 0, 

I-' > 0, 

(Ia) 

(Ib) 

which state that the modulus of compression k = 

A + iI-', and the shear modulus I-' both be positive. 
These inequalities are not only intuitively obvious 
but also mathematically important, for upon them 
rest uniqueness theorems for boundary-value prob­
lems in the classical theory. Yet the ease with which 
the physical intuition accepts the inequalities (1) 
becomes perplexing when one goes into the matter 
deeply. Indeed, the problem of finding the gen­
eralization of (Ia) and (Ib) applicable to finite 
deformations of arbitrary elastic materials appears to 
be unsolved. The present article is concerned with 
a generalization of (Ia). 

In their theory of the thermostatics of continuous 
media/,2 Coleman and Noll have laid down postu­
lates which lead to a general convexity inequality 
restricting the form of stress-strain functions for 
elastic materials. Here we call that inequality the 
TI (Thermostatical Inequality). Consequences of 
the TI are known for various types of materials. 
In the theory of infinitesimal deformations from a 
natural state of an isotropic solid, the TI reduces 
to the inequalities (1). All the known consequences 
of the TI for finite deformations seem to be in accord 
with physical experience in solids. 

* The research reported here was supported by the 
Air Force Office of Scientific Research under Contract AF 
49(638)541. 

lB. D. Coleman and W. Noll, Arch. Rational Mech. 
Anal. 4, 97 (1959). 

I For alternative presentations and extensions of the 
theory, see reference 3. 

For elastic fluids (i.e. materials for which the stress 
is always a hydrostatic pressure depending only on 
the density) the TI is equivalent to the assertions 
that the pressure p be positive for each value of the 
density p and the modulus of compression p dp(p)jdp 
be greater than two-thirds of the pressure3

: 

pep) > 0, 

p dp(p)jdp ~ iP(p). 

(2a) 

(2b) 

In order for (2a) and (2b) to be sufficient, as well 
as necessary, for the TI in fluids it must be under­
stood that equality occurs in (2b) on at most a 
nowhere-dense set of values of p; such subtleties do 
not interest us here, however. 

That the pressure is positive seems to be in accord 
with experience. Yet, since there can be, near the 
critical point, a range of densities at which the 
modulus of compression is less than two-thirds of 
the pressure, the TI does not apply to all fluids in 
all circumstances. 

The TI is equivalent to a requirement of stability 
against homogeneous disturbances at fixed surface 
forces. Heuristically, such a requirement appears 
appropriate for solids, because it is surface forces 
which are controlled in most mechanical measure­
ments on solids. For fluids it is usually the pressure 
that is controlled, and the surface forces, instead 
of remaining fixed, must then change their direction 
to stay normal to the surface and their magnitude 
to compensate for alteration in surface area. Thus 
we cannot expect the TI to be applicable to fluids, 
and it is still an open question whether it is possible 
to find a single inequality which yields all thermo­
dynamical restrictions on the local static behavior 
of elastic materials, whether they be fluids, solids, 
or neither. 

Since we believe the TI to be physically applicable 

3 B. D. Coleman, Arch. Rational Mech. Anal. 9,172 (1962). 

1074 
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to solids rather than fluids, we here attempt to derive 
from it a generalization of (2b) which is broad enough 
to apply to solids; in doing this we obtain a gen­
eralization of (la) meaningful for arbitrary solids, 
whether isotropic or not, in arbitrary states of strain. 

1. KINEMATICAL PRELIMINARIES 

Let X be a material point of a body 58. Let x 
be the position in space of X corresponding to some 
configuration CR of 58 which we take to be a reference 
configuration. Let y be the position in space of X 
for any other configuration e. Keeping e and CR 
fixed, as we vary X over 58, we obtain different 
values of x = x(X) and y = y(X). Since these 
values are in one-to-one correspondence we can 
regard y as a function of x; 

y = y(x). (1.1) 

The gradient F of this function, 

F = Vy(x) lx-x(x) , (1.2) 

is called the deformation gradient (at X) of the 
configuration e relative to the reference configura­
tion CR. We note that this second-order tensor4 F 
depends on both e, ffi and, in general, the material 
point X. Since we assume that y(x) is always a 
one-to-one smooth function with a smooth inverse, 
F is always an invertible tensor, i.e. has an inverse 
F- I such that F-IF = FF- I = I, where I is the 
unit tensor. Hence, the determinant of F, det F, 
is nonzero. 

If Pe and p@. are the mass densities at X corre­
sponding to the configurations e and ffi, then 

(1.3) 

If F is a proper orthogonal tensor, then we say 
that X is rigidly rotated when the configuration of 
58 is changed from CR to e. If, on the other hand, F 
is positive-definite and symmetric, then we say that 
X experiences a pure stretch on going from CR to e. 

If Fo and FI are the deformation gradients, at X, 
of eo and e l , respectively, relative to the same fixed 
reference configuration ffi, then the deformation 
gradient, at X, of e l relative to eo is the tensor 
FIF~I. 

2. THERMOSTATICAL INEQUALITIES 

We say that the material at X is an elastic material 
if the stress S at X (in the configuration e) is de­
termined by the deformation gradient F at X: 

4 We denote tensors by light face Latin majuscules, re­
serving the symbol X, however, for material points. If the 
reader wishes, he may regard symbols such as F as represent­
ing 3 X 3 matrices of Cartesian components. 

S = S(P). (2.1) 

Of course, the form of the function Sin (2.1) depends 
on the choice of the reference configuration CR. 

In general theories of thermostatics it is recognized 
that the stress S can depend not only on the de­
formation gradient F, i.e. on the "strain," but also 
on a thermodynamical parameter such as the tem­
perature (J or the entropy density fJ. Our present 
formulas and inequalities are to be regarded, 
physically, as pertaining to situations in which 
either (J or fJ is controlled and held at a fixed value. 

The axioms for thermostatics laid down in refer­
ence 1 are shown in reference 3 to yield the following 
assertion: 

Thermostatical Inequality (TI): Consider the class 
~ of smooth curves F. with values in the space of 
all invertible tensors F, and let the parameter t for 
these curves vary from 0 to 1. Let ~' be the set 
of all curves in ~ for which Fo ;;e FI and FIF~1 
is both symmetric and positive-definite. Then, the 
following inequality must hold for all curves in ~',5 

p~l { Idet F.[ tr {F~lS(Ft) dJet} dt 

> p~l Idet Fol tr {F~lS(Fo)[Fl - Foll. (2.2) 

Here tr { } is the trace operation. The integral on 
the left is to be interpreted as a line integral along 
F. from t = 0 to t = 1. 

Remark: If we let Po represent the density corre­
sponding to a configuration with deformation gra­
dient Fo, then the quantities appearing on each side 
of (2.2) represent work, per unit mass, done against 
contact forces at a material point X as the local 
configuration about X is deformed from one with 
deformation gradient F 0 to one with deformation 
gradient FI along the path described by F •. The 
quantity on the left in (2.2) gives the "true" work 
done, i.e. the work done assuming that at each t 
the contact forces on each material surface at X 
are those which one calculates using the stress 
tensor S = S(Ft) and the actual configuration of 
the surface at t; the quantity on the right in (2.2), 
however, gives the work which would be done along 
the path F. if the contact forces were to remain fixed 
at their initial values.6 Thus, (2.2) states that S 
must be such that contact forces always change in 
a process which results in a pure stretch, and, further-

6 In writing (2.2) we have made use of the fact that 
S = S(F) is a symmetric tensor, this enables us to eliminate 
the many transpositions which occur in Eqs. (1.4) and the 
inequality (2.3) of reference 3. 

6 Again we note that, when the configuration of a surface 
is changing, keeping contact forces fixed is not equivalent to 
keeping the stress tensor fixed. 
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more, they always change in such a way that the 
work done against them is greater than that which 
would have been done had they remained fixed. 

Let us consider the class ([" of curves in ([ which 
have the form 

Fi1) = A + Bt, o ~ t ~ 1, 

where A and B are invertible tensors, and are such 
that 

F?) F~n-' = (A + B)A -I 

is positive-definite and symmetric. Clearly all the 
curves in ([" are also in (['. Furthermore, for each 
curve Fi l

) in ([", there is another curve F~2) which 
can be written in the form 

o ~ t ~ 1, 

and which represents Fi1) "traversed in the opposite 
sense." For Fi 2

), we have 

Ff2)F~2) = A(A + B)-I = [(A + B)A -lr\ 
which is positive-definite and symmetric if and only 
if (A + B)A -I is. Hence Fi 2

) is in ([" and thus in (['. 
Therefore, it follows from the TI that (2.2) must 
continue to hold if F, in (2.2) is replaced by either 
Fi1) or Fi2). On adding the two inequalities so ob­
tained and noting that 

p~l { Idet Fi1)1 tr {FiW'S(FiJ)) d~!l)} dt 

= - p~1 [ Idet F;2) I tr {Fi2) -, s(F;2» d~r} dt, 
we obtain the inequality 

tr{(F(2) - F(!))[p~i)F~i)S(F(2)) 

- p~I\F~I\S(F(l))]l > 0; (2.3) 

here we have put 

F(!) = Fcil) = A, 

hence, 

patible with the theory of references 1 and 3 must 
obey (2.3) for all F(!) and F(2) such that F(2)F(~~ 
is positive-definite, symmetric, and -:;t.I. 

Remark: The converse of the above result is not 
true: the WTI does not imply the TI. This is not 
surprising; for the TI asserts that (2.2) must hold 
for all curves in (£', while in proving the WTI we 
used only the assertion that (2.2) hold for straight 
lines in (['. 

In the rest of this article we assume the WTI as 
an axiom. Hence all the propositions we prove are 
consequences of the TI. 

3. MEAN PRESSURE 

If S has the form 

S = -pI, (3.1) 

then we say that the stress is a hydrostatic pressure. 
If, for some F, S = S(F) does not have the form 
(3.1), S can still be uniquely decomposed into a 
pressure part -pI and a deviator T as follows: 

S = S(F) = -p(F)I + T(F); (3.2) 

here p(F) is defined by 

p(F) = -i tr S(F), (3.3) 

and is called the mean pressure. It follows from Eqs. 
(3.2) and (3.3) that 

tr T(F) = o. (3.4) 

We now prove 
Proposition 1: For all elastic materials, the mean 

pressure p(F), defined in (3.3), has the property 
that for each F, "/p(vF) is strictly decreasing in II 
for all v > o. 

Proof: We use the WTI, putting F(1) = 1I(!)F 
and F (2) = 1I(2)F, with V(1) -:;t. V(2), V(1) > 0, V(2) > o. 
Since F(!) -:;t. F(2) and F(2)F(~~ = (V(2)/II(l))I is 
positive-definite and symmetric, (2.3) holds and may 
be written in the form 

tr ((1I(2) - lI(l))[p(~:II(;:S(lIzF) 

(3.5) 

(2.4) By definition, 

On noticing that F(2)F(~: = (A + B)A-', we see tr S(II(!)F) = -3p(II(I)F) , 
that the inequality (2.3) must hold for all invertible 
tensors F (1), F (2) such that F (1) -:;t. F (2) and F (2)F (~: 
is positive-definite and symmetric. and by (2.4) we have 

tr S(II(2)F) = -3p(II(2)F) , 
(3.6) 

We call the inequality (2.3) the Weakened Ther­
mostatical Inequality (WTI). 

p(~: = Idet (lv(z,jll(l) I p(~:, 

We have just proved that the WTI follows from 
the TI; i.e., every stress-strain function S com-

I.e. 

(3.7) 
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Hence, (3.6) yields the inequality 

-()1(2) - )1(1»[)1~2)P()12F) - )1~l)p()1(1)F)l > o. 
In other words, whenever we have )1 (2) > )1 (1), we 
must have 

Q.E.D. 

4. MODULUS OF COMPRESSION 

Let us now consider the quantity keF) defined by 

keF) = -(%a)p(a1F)! .. _1' (4.1) 

It follows from (1.3) that if F is the deformation 
gradient of e relative to CR then F can be written 
in the form 

(4.2a) 

On substituting the definition (4.1) into (4.5) we 
obtain (4.4) immediately, Q.E.D. 

Special Cases 

Undistorted states of general isotropic materials: 
If F describes an undistorted configuration of an 
isotropic material, then S(F) is a hydrostatic pres­
sure which we can denote by -PFI. Let F' be the 
deformation gradient of another configuration of the 
isotropic material. Then the classical infinitesimal 
strain tensor, E, measuring the "strain" on going 
from F to F', is given by the symmetric part of 
F'F- 1 

- I: 

H = F'F- 1 
- I, 

E = !(H + H T
). 

(4.6a) 

(4.6b) 

where H is unimodular, i.e., 

det H = 1. 

If F' is "close to" F, then, to within terms of order 
(4.2b) one in the norm of H, S(F') is given by 

Equations (4.1) and (4.2) yield 

keF) = Pe OP(H(PCR/ p)!)/oPlp~pe. (4.3) 

In other words, keF) is a modulus of compression. 
It gives the ratio P opjap of the increment dp in 
mean pressure to the relative increment dp/ p in 
density required to effect a small uniform expansion 
from the state of strain characterized by F.7 

Proposition 2: For all elastic materials and for 
all deformation gradients F, 

keF) 2: jp(F). (4.4) 

Proof: By Proposition 1, for each F, afp(aiF) 
is a strictly decreasing function of at for at > 0, 
hence it is a strictly decreasing function of a for 
a> O,and 

o 2: (%a)[ai p(a1F)J1a_l 

= [ja- tp(a1F) + al(%a)p(aIF)] .. _l' (4.5) 
----

7 Of course, a small uniform expansion will, in general, 
cause a change dT in T as well as a change dp in p, but the 
change in T does not interest us hE're. 

Here AF and fJ.F, called Lame coefficients, are scalars 
depending on F (and thus on PF). In classical 
elasticity theory, it is shown that the quantity 
AF + ffJ.F is the modulus of compressibility for the 
state F, i.e. AF + ifJ.F is equal to our keF). Hence, 
for undistorted states F in isotropic materials, 
Proposition 2 yields 

(4.8) 

We believe that in physical applications this in­
equality should be found to hold for all isotropic 
elastic solids. 

If the undistorted configuration described by F 
is stress-free, then PF = 0, and (4.8) yields the 
classical inequality (Ia) with, of course, > weakened 
to 2:. 

Fluids: An elastic fluid is a special isotropic 
material for which S = -p(p)I for all F, and k = 
P dp/dp. Hence, for such a material, (4.4) is equiv­
alent to (2b). 
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A number of one- and two-dimensional Ising lattice systems with long-range ferromagnetic inter­
actions are studied. The theory introduces as basic variables stochastic fields acting at each site, but 
goes beyond Weiss mean-field theory (or the Bragg-Williams approximation) in giving a complete ac­
count of the statistics of these fields. A transition is manifest in these systems by a shift in the values of 
the stochastic fields which are important for the calculation of the partition function. Particular atten­
tion is devoted to the critical region where the range of significant stochastic fields broadens. The 
equation of state for the lattice gas corresponding to this model is of the van der Waals type. Com­
parison is frequently made between these results and the properties of an analogous one-dimensional 
continuum system studied by Kac, Uhlenbeck, and Hemmer. 

1. INTRODUCTION 

RECENTLY, a method of evaluating the classical 
partition function has been suggested. 1 Basi­

cally, the partition function is expressed as an aver­
age over a set of stochastic fields acting on the par­
ticles as a result of intermolecular interactions. A 
general formulation of the procedure becomes tract­
able for the case of a one-dimensional system with 
exponential attraction, since then the stochastic 
processes involved are Markoffian. Explicitly, the 
theory has been developed for a one-dimensional 
continuum system of hard rods attracting each other 
with the potential vex) = -a,), exp (-')' Ixl) and 
for a one-dimensional lattice model with pairwise 
site interaction -hJLkJLk" exp (-')' Ik - k'l), with 
JL = ±1. 

For a finite value of the interaction range param­
eter, ,)" the one-dimensional continuum model ex­
hibits no phase transition, as expected. In the limit 
as ')' --t 0, Kac, Uhlenbeck, and Hemmer2 have 
demonstrated that the equation of state in the one­
phase region becomes the van der Waals equation. 
However, Maxwell tie lines appear explicitly in the 
two-phase region, rather than the van der Waals 
loops. In subsequent works, discussions of the pair 
correlation function 3 and of critical phenomena 4 

have been presented. 

The properties of the lattice systems to be studied 
in this paper are closely related to the above men­
tioned continuum system. An added degree of sim­
plicitly is achieved due to the nearly trivial nature 
of the short-range force of the lattice model. Thereby 
a more concise form of the mathematical develop­
ment is possible. In Sec. 2, the general structure of 
the theory will be reviewed. A somewhat detailed 
treatment of the one-dimensional field-free Ising 
model with infinite-range exponential attraction is 
presented in order to expound the essential features 
of such systems. A transition occurs at the Weiss­
Bragg-Williams transition point. The transition is 
manifest by nonzero stochastic fields (although 
equally likely positive as negative) making im­
portant contributions to the partition function. 
The lattice gas with this interaction (corresponding 
to the ferromagnet in a field) again has a van-der­
Waals-like equation of state. Of particular interest 
are some unusual features of the system in the 
region of the critical point. The pair correlation is 
also studied and found to be similar to the long­
range part of the continuum gas correlation function. 

The methods employed for the linear array lean 
heavily on the Markoffian nature of the probability 
process involved in the functional integration. Mark­
off processes are fundamentally one-dimensional, so 
the question arises as to how these techniques may 

1 M. Kac, Phys. Fluids 2, 8 (1959). A brief review and b 
qualitative discussion is given in E. Helfand, Ann. Rev. Phys. e adopted for the treatment of two-dimensional 
Chern. 14, (1963) (to be published). Reference is there made problems. Such systems are of interest since phase 
tc? the related lines of development being pursued by A. J. F. . . 
SIegert and by G. A. Baker, Jr., as well as to various quantum tranSItIOns occur even for finite-range potentials. 
statistical applications. Several such planar problems are discussed in 

2 M. Kac, G. E. Uhlenbeck, and P. C. Hemmer, J. Math. S 
Phys. 4, 216 (1963). ecs. 6-9. These systems involve potentials which 

8 G. E. Uhlenbeck, P. C. Hemmer, and M. Kac, J. Math. are products of two functions, one dependent on the 
Phys. 4, 229 (1963). 

(P. C. Hemmer, M. Kac, and G. E. Uhlenbeck, J. Math row distance, and the other on the column distance. 
Phys. (to be published). . Mathematically, the treatment involves considera-
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tion of a multidimensional functional integral; i.e., 
a stochastic field variable is introduced for each 
row. This leads to collective effects among the 
stochastic fields in different rows. The properties of 
the two-dimensional systems are not qualitatively 
different from the one-dimensional systems when the 
interaction is long range in at least one direction 
( cf. Baker6

). 

2. GENERAL THEORY 

The configuration probability distribution func­
tion of classical statistical mechanics may be viewed 
as a multidimensional Gaussian function. For ex­
ample, for the Ising problem with general pair inter­
action JLjJLkv(jk) between the jth and kth site, the 
probability of the configuration {IL} = ILl, JL2, ... ,JLN, 
where JLI = ±1, is 

p{~) = exp [-!i3 o£' JLiJLkV(jk)]/QN, (2.1) 
, ,k-l 

(2.2) 

(prime on 1: denotes j ~ k). It is perhaps not 
surprising that mathematical techniques from the 
theory of probability, where Gaussian forms have 
long been of importance, are of value in the problem 
of evaluating the partition function. Thus, one has 
the mathematical identity 

QN = 1: exp [-!i3 £, JLjtLkVGk)] 
(~) j ,k-1 

= E{1: exp [131 £ X(k)tLk]} exp aNi3v(O)], (2.3) 
(~) k-1 

where the functional integration,6 or expectation 
value, E { }, is to be taken over the Gaussian random 
process X (k), characterized by the mean 

E{X(k)} = 0, (2.4) 

and covariance 

E{X(j)X(k)) = -v(jk), (2.5) 

provided, of course, that such a process exists. 
The partition function, aside from the expectation 

operation, has a form similar to that for a set of 
independent particles in an external field - 131 X (k). 
In this sense the theory is much like Weiss mean­
field theory (or Bragg-Williams theory), except that 

6 G. A. Baker, Jr., Phys. Rev. 130, 1406 (1963). 
61. M. Gel'fand and A. M. Yaglom, Usp. Mat. Nauk 11, 

77 (1956), [English translation: J. Math. Phys. 1, 48 (1960)]; 
s. G. Brush, Rev. Mod. Phys. 33, 79 (1961)· M. Kac, Proba­
bility and Related Topics in Physical Scie~es (Interscience 
Publishers, Inc., New York, 1959), Chap. IV. 

now with proper account of the stochastic field, 
exact results may be retrieved. The summation over 
{tL} may be performed for this set of "independent" 
particles: 

QN = E{ tLcosh i31X(k)}2N exp [!Ni3v(O)l. (2.6) 

All the difficulty now resides in performing the 
functional integration. 

There are several routes along which one may 
proceed. Various iteration procedures lead to the 
equivalent of diagram expansions. Rather than 
pursue this tack, we will continue along lines 
previously employed, l and consider a class of 
problems such that the Gaussian random process 
X(k) is Markoffian. This is the case if the system is 
one-dimensional and the intermolecular potential is 
an exponential; 

v(kk') = - h exp (-1' Ik - k'D. (2.7) 

In this case, the X process, with covariance 

E{X(k)X(k')} = exp (-1' Ik - k'D (2.8) 

(the constants of the potential are conveniently 
absorbed into X), is an Ornstein-Uhlenbeck process/ 
first studied in connection with the theory of 
Brownian motion. As has been shown,l the evalua­
tion of the expectation value involved in the partition 
function is equivalent to the determination of the 
highest eigenvalue of an operator. This becomes 
apparent upon explicitly writing 

E{g cosh [(J1')')lX(k)l} 

== i: ... f g cosh [(J1')')lxkl 

X W(X1)P(X1 I X2, 1')P(X2 I Xa , 1') 

... P(XN-1 I XN, 1') dX1 0 •• dXN, (2.9) 

where a reduced inverse temperature v = i3J has 
been defined, and the Markoffian joint distribution 
has been written as a chain of pair distributions. 
The singlet probability distribution is 

W(x) = (201lr1 exp (_!x2
) , (2.10) 

and the pair distribution is 

P(x I x', 1') = [2'/1"(1 - e-2 "Y)r1 

(2.11) 

Chain integrals of the type appearing in Eq. (2.9) 

7 G. E. Uhlenbeck and L. S. Orstein, Phys. Rev. 36, 823 
(1930). 
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may be viewed as operator multiplications in co­
ordinate representation. Thus, consider an integral 
operator with kernel 

K(x lx',,,) = cosh! [(ry)ix]S(x I x',,,) coshl [(v,,)tx']' 
(2.12) 

Sex I x',,,) = W(x)P(x I x', ,,)/[W(x)W(X,)]f. (2.13) 

The eigenvalues of the Kac equation 

i: K(x I x', ,,)cp(x') dx' = Acp(x) , (2.14) 

which we label Ao ~ Al ~ A2, ... , correspond to 
orthonormal eigenfunctions CPo, CPl, •••• It has been 
previously shown that these eigenfunctions may be 
employed as a basis allowing one to write for the 
partition function 

QN = L A~-lA;(2e+'Yt, (2.15) 
i=O 

where 

If the exponentials could be combined into a single 
operator, the problem would be considerably simpli­
fied. Series rules for this combination will prove 
to be useful for the long-range force, i.e., " ~ 0 
limit, wherein our interests lie. 

The basic theorems for the combination of expo­
nentials of operators are due to Baker and Haus­
dorff.s They enable us to write 

(3.5) 

with 

c = A + B + ![A, B] + l2[A, [A, Bll 

- l2[B, [A, Bll - -filA, [B, [A, B]]] 

+ commutators involving 5 or more A's and B's. 
(3.6) 

The Baker-Hausdorff method of determining higher 
terms is iterative, while the form resulting from Lie 
algebra 9 is not very compact. For our purposes, we 
are interested in the variant 

A; = i: Wi(x) cosh! [(v·y)ix]cp;(x) dx. (2.16) etBe9B = exp {A + B + l2[A, [A,BJ] 

In the thermodynamic limit of N ~ <Xl only the + -fi[B, [A, Bll + ... }. (3.7) 
largest eigenvalue contributes to the sum (2.15) and 
we obtain as an expression for the partition function 

lim QIjN = 2e+'YAo. (2.17) 
N~'" 

3. ONE-DIMENSIONAL FERROMAGNET 

Recalling the relation of the Ornstein-Uhlenbeck 
process to the Fokker-Planck equation/ one may 
easily show that Sex I y, ,,) is the fundamental 
solution to the equation 

{a/a" - [(a2/ax2) - ix2 +!]} Sex I y,,,) = 0, (3.1) 

subject to the initial condition 

Sex I y, 0) = o(x - y). (3.2) 

Therefore S may be formally written as 

Sex I y,,,) = exp h[«i/ax2) - ix2 + !ll o(x - y). 
(3.3) 

Representation of the kernel in terms of the Dirac 0 
function will be of particular value in simplifying 
the lattice problems considered in this paper. This 
representation does not appear to be of comparable 
value in the continuum problems previously studied. 

By employing the 0 function, one may write the 
Kac equation (2.14) as 

exp a log cosh [(ry)!x]l exp h[(~/dx2) - ix2
]} 

X exp {! log cosh [(ry)tx]}cp(x) = Xe-hcp(x). (3.4) 

For a general", each term of the series on the 
right-hand side might be important and this ap­
proach may not be the most expedient. For small 
", however, the operators ,,[(d2/dx2) - ix2] and 
log cosh [(ry)!x] may be regarded as commuting 
since 

h {(d2 /dx 2
) - ix 2

}, log cosh {(ry)fX}] 

-2,,!v! tanh [(vy)ix] d/dx 

- ry2 sech' [(ry)ix]. (3.8) 

For phenomena involving x and variations of x of 
0(1) this term is of 0(,,2), which is smaller than the 
0(,,) contributions of the individual operators. 
Other cases will be considered below, but for all 
of them, this commutator, and to an even greater 
extent, higher-order commutators, are negligible. 
Interest may therefore be centered on the eigen~ 
value problem 

{-(d2/dx2) + ix2 

- ,,-1 log cosh [(ry)lxllcp(x) = Kcp(X) , (3.9) 

Ao = exp [,,(t - Ko)], (3.10) 

where Ko is the lowest eigenvalue. The analogy to 

8 G. H. Weiss and A. A. Maradudin, J. Math. Phys. 3, 
771 (1962). 

D N. Jacobson, Lie Algebra (Interscience Publishers, Inc., 
New York, 1962). 
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the problem of determining the ground-state energy 
of a particle in the external potential 

Vex) = ix2 
- ,),-1 log cosh [(ry)ix] (3.11) 

will enable us to use the familiar concepts of quantum 
mechanics in discussing the solution of Eq. (3.9). 
For sufficiently low v (high temperature), the log cosh 
function may be expanded to 

(3.12) 

and to lowest order in ,)" the equation is (the har­
monic oscillator) 

\- (d2/dx2
) + HI - 2v)x2

}<p = K<p, 

with eigenvalues 

Kj = (1 - 2v)!(j+ !), j = 0, 1,2,,,,, 

and eigenfunctions, the Weber functions, 

(3.13) 

(3.14) 

To keep contact with the notation of Kac, Uhlen­
beck, and Hemmer,2 let x. = 21')'-!1). Condition 
(3.17) becomes 

tanh [(2v)!1)] = (2p)-t7]. (3.18) 

One solution is always 7] = 0, but examining 

U"(2 i 7]/i) = t - /I sech2 [(2p)t7]], (3.19) 

it is evident that for P > t, zero corresponds to a 
maximum. At v = !, two nonzero solutions of equal 
magnitude and opposite sign appear for condition 
(3.18). These represent the absolute minima. For 
(1 - 2p) = 0(1), these minima are of distance 
OC'Y-I) from the origin and are of depth 0C'Y-1). 
Therefore, the eigenfunctions may be constructed 
out of functions contained in each well. Let us ex­
pand U about the minimum, introducing the vari­
able w = x - 1)(2! hi): 

({'j = [(1 - 2p)1/2n1l"!n!]! V(w + 2!,),-'7]) = ,),-1 log cosh [(2p)!1)] - h-11)2 

X exp [-HI - 2p)ix
2]H;[(1 - 2p)txJ. (3.15) - iw2 {1 - 2psech2 [(2p)!1)]} + ... , (3.20) 

where H; is the jth Hermite polynomial. 
Taking j = 0 for the smallest K, we obtain the 

partition function 

lim N
1 

log QN = log 2 
N~'" 

+ h[(l - p) - (1 - 2p)!] + (3.16) 

The lowest-order term, log 2, is the entropy term 
obtained for a system of free spins; thus, for tem­
peratures above any transition, the properties of 
the system become ideal as ')' vanishes. 

It is clear that some modification of the procedure 
must be made for v > !, since the coefficient of x2 

then becomes negative and the oscillator would 
undergo unbounded motion, at which point the 
MacLaurin expansion of log cosh is not valid. 
Equation (3.9) always has bound states, since for 
large \xl, the term ,),-1 log cosh [(ry)'xJ behaves as 
\x\ and the +ix2 dominates. The situation may be 
viewed as follows: At the origin there is a competi­
tion between +ix2 and the -tpx2 of the log cosh 
term to determine whether Vex) starts out with 
positive or negative curvature. For v > t, the V 
function starts with a parabolic well in which the 
ground state is contained; i.e., the function ({'o does 
not spread out far enough to feel the higher-order 
terms of log cosh. On the other hand, for v < t, 
the U curve turns down at the origin, but since it 
rises as tx2 eventually, there must be two minima. 
The extrema of U are given by 

where the next-order anharmonic term is of order ')'1. 
The validity of neglecting the commutator (3.8) 
should also be confirmed. For w = 0(1), the com­
mutator is OC'YJ) compared to the parts of the 
operator up to 0(')') which are retained. Therefore 
for temperatures below the critical, given by p. = !, 
the eigenvalue equation is 

[- (d2/dw 2
) + tw2 {I - 2p sech2 [(2p)I1)]}]1I' 

= {K - ,),-1 log cosh [(2p)!1)] + h-11)2}({" (3.21) 

which is identical in form to the previous Eq. (3.13), 
with 

and 

K - ,),-1 log cosh [(2p)!1)] + h-17]2 

= K + h-1 log (1 - tp-17]2) + h-17]2 replacing K. 

Note that only even functions of 7] enter so that 
the result is independent of whether one takes the 
II' function centered about the positive or negative 1/, 
or a linear combination. We return to this point 
later. 

The partition function is, therefore, 

lim N-1 In QN = In 2 - h 2 + log cosh [(2p)f1)] 
N~'" 

- h[1 - p + {I - 2p sech2 [(2p)11/11 I] + 
= In 2 - h 2 

- ! log (1 - !p-11)2) 

(3.22) 
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i.e., the long-range force has produced a collective 
effect on the partition function which is of 0(1). 
Note that this form for QN also covers temperatures 
above the transition point when one substitutes the 
appropriate TJ = O. From the first equation of (3.22), 
it follows that the choice of TJ minimizes the free 
energy to 0(-/), as in Bragg-Williams theory. 

The system is ideal above Tc. The transition is 
second-order with a finite discontinuity in the 
specific heat of ~k per particle. The 0(')') term of 
the energy begins to grow as ')'(T - Tc)-l, as the 
critical point is approached, but as we shall see 
below, never actually diverges. The transition occurs 
at the temperature predicted by the Weiss mean­
field (Bragg-Williams) theory, 

1 = -(l/kT.) L v(iJ) = 2J IkTc • (3.23) 
; __ 00 

>" 

The region of the critical temperature deserves 
special attention, since at v = Vc there is a vanishing 
of the quadratic term of the "potential" U which 
determines the range of the local stochastic fields 
which make important contributions to the partition 
function. The quartic term must then be retained. 
Qualitatively, the effects on the differential equation 
of having a flatter well is that larger values of x 
(larger stochastic fields) become important for the 
ground state. The results which follow are closely re­
lated to those which have been expounded for the 
continuum problem by Kac, Hemmer, and Uhlen­
beck." 

With the quartic term of the expansion of log 
cosh, the eigenvalue equation (3.9) becomes 

[-(d2Idi) + VIi + -fiz4Jcp = K,),-iv-icp, (3.24) 

where Z = x')' -lv -t, and the new temperature variable 
VI = ty-2/3v-4/3(1 - 2v) measures deviations from 
the critical temperature. For (1 - 2v) = o (')'i) , 
all the terms are of 0(1) when z variations are 0(1). 
Exactly at the critical temperature, K is related 
to the lowest eigenvalue, eTo, of the equation 

(3.25) 

For temperatures just above the critical, 0 < VI « 1, 
the quadratic term may be treated by perturbation 
theory. While a pair of minima do develop im­
mediately below the transition temperature, they 
are not separated by a barrier of sufficient height 
or width to permit one to speak of a distinct eigen­
function in each region. Thus for 0 > VI » -1, 
perturbation theory may still be employed. For 
IVII = 0(1), the full Eq. (3.24) must be studied. 
Apparently, it is necessary to speak of a transition 

temperature interval of O(')'i). However, ')' must 
vanish, and along with it this interval, in order to 
achieve any transition for the one-dimensional 
system. 

We noted earlier that a term of the form 
')'(T - Tc)-t occurs in the energy as T ~ Te, but 
outside the ')'. region. Thus, the largest this term 
could get before the considerations of the last few 
paragraphs must be used is ,)",),-1 = ')'1. When the 
perturbation theory described above is employed, 
the energy goes smoothly from one to two phases. 

4. THE LATTICE GAS 

Rather than going on to a discussion of the 
properties of the ferromagnet in the presence of a 
magnetic field, let us study the corresponding 
properties of the lattice gas. This will enable us to 
make contact with the continuum gas results of Kac, 
Uhlenbeck, and Hemmer.2 

Consider a system of N sites, each of which 
is either singly occupied (J.', = + 1) or vacant 
(J.', = -1). The interaction between particles on 
sites i and j is again - cry exp [-')' Ii - ilJ 80 that 
the Hamiltonian is 

N 

HIJ.') = -!a')' L' tCJ.'j + 1) 
i ,k.,.! 

·!(J.'k + 1)·exp [-')' Ii - klJ. (4.1) 

The grand partition function in the limit N - 0) is 

GN(z, T) = L ZL!(_i+ll exp [-,BHIJ.')J 
I_I 

= iN exp IP'YN[e-'Y 1(1 - e-'Y) - !J) 

X L exp [!v L J.'iJ.'ke-'YI;-k1 + r L J.'i]. (4.2) 
I_I jk j 

where 

V = i,Ba and r = ! In z + [2P'Ye-'Y 1(1 - e-'Y)]. 

(When r is interpreted as an external field divided 
by kT, this grand partition function is proportional 
to the partition function of the ferromagnet in field.) 
If the same stochastic process as was employed in 
the previous section is introduced, then 

GN = 2Nz!N exp {v,),N[e-'Y 1(1 - e-'Y) - !J) 

X EI II cosh [(P'Y)!X(k) + r]) ; (4.3) 
k 

or, in the limit as ')' - 0, 

GN = 2N
ziN exp [vN - !P'YN + hN - ,),KoNJ, (4.4) 

where Ko is the smallest eigenvalue of 

[_(d2Idx2) + U(x, mil' = Kcp (4.5) 
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U(x, r) = lx2 
- 1'-1 log cosh [(vy)!x + n (4.6) Kac equation. The theory here so closely parallels 

that of the continuum gas/ that presentation again The eigenfunctions center about the minima of U, 
is unnecessary. 

x. = 2''Y'7}, where 7} is now given by 

(4.7) 

At high temperatures only one solution exists. As 
the temperature is lowered, a second, but higher, 
well develops. This temperature represents not the 
phase transition, but the limit of metastability of 
the phase corresponding to the second well. For finite 
r the flattening of the U curve, such as lead to the 
critical region, occurs only where the metastable 
state is developing, and thus has no physical sig­
nificance. 

Next consider, for some temperature below the 
critical, the effect of varying r. For large r there 
is again only one solution to Eq. (4.7), i.e., one well 
of U. As r is lowered, a second, but higher, well 
develops. At r = 0 the eigenvalues in the two wells 
are equal, and there are coexisting phases. As r 
is lowered further, the original phase now corre­
sponds to the higher well and therefore can be 
thought of only in a metastable sense. 

In terms of 7], the grand partition function is 
quite close to the partition function of the field-free 
ferromagnet: 

lim (l/N) In GN = (3p = In 2 + t In z 
N~oo 

+ v + h(l - v) - t In (1 - 1//2v) 

- h 2 
- h(l - 2v + 7]2)1 + ... . (4.8) 

One may deduce from this the density in the one­
phase region, 

p =,t(l + (2v)-I7]) + 0(1'), (4.9) 

or 

z = e- s
' P(p/l - p) + 0(1'). (4.10) 

The equation of ~state in the one-phase region is 

p + a/ = p. + 0(1'). (4.11) 

5. PAIR CORRELATION FUNCTION 

The pair correlation function is a measure of the 
order imposed on the system as a result of the inter­
actions. For those facts which we wish to develop 
here, let us return to the ferromagnetic model. The 
techniques outlined above are easily adopted to the 
calculation of 

t(t) == (JJ.IJJ.I+I) 

== Q,/ L JJ.1JJ.I+I exp [tv'Y L' JJ.iJJ.;e-'Yli-;I] 
11'1 i; 

= 2Ne- iN''YQ;IE{tanh [(vy)iX(l)] tanh [(vy)iX(l + t)] 

X g cosh [(vy)iX(k)]}. (5.1) 

The expectation value may again be evaluated by 
going to a basis in which the kernel K is diagonal, 
viz., the eigenfunctions of the Kac equation (2.14). 
For notational simplicity, introduce the scalar 
product (<p, 1/1) = f <p(x)1/I(x) dx. We then have, for 
the expectation value in Eq. (5.1), 

E{ ••. } = (wt(x) cosh! [(vy)!x], <Po)A~-1 

X [~ (<Po tanh [(vy)ix], <pj)A:(<p;, tanh [(vy)ix]<po) ] 

(5.2) 

Under the assumption that land l + t are far from 
the ends of the chain, only the highest eigenvalue, 
Ao, has been retained in the first and last terms of 
the product. Because t is finite, however, all eigen­
values must be retained in the middle part of the 
product. 

Inserting (5.2) and (2.17) for QN into (5.1) yields 

t(t) = L: (A;/AO) I (<Po , tanh [(vy)lx]<py. (5.3) 
j where p. is the equation of state of a gas interacting 

only with the short-range force; in this case, A form more closely related to the continuum result' 
(4.12) is obtained by considering the generating function (3P. = In [1/(1 - p)]. 

Such van der Waals-like equations of state are to 
be expected for a long-range interaction, according 
to the derivation of van der Waals, arguments 
based on the virial theorem, or diagrammatic 
considerations. 

In the two-phase region, the pressure is main­
tained constant as a result of the degeneracy of the 

[define f(O) == 1] 

F(z) = L: f(t)Z' 
1-0 

A (" (00 
= ZO )-00 dx Loo dy <Po(x) tanh [(vy)lx] 

X R(x, Yi Ao/Z) . tanh [(ry)ly]<po(Y), (5.5) 
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where 

R(x, y, s) = L CfJ;(x)CfJ;(y)/(s - A;) (5.6) 
i 

is the resolvent kernel of K(x, y). 
For the field-free ferromagnet, only the j = 1 

term contributes to lowest order in 'Y. This yields, 
in the one-phase region, 

t(t) = [ry/(1 - 2v)iJ exp [-'Yt(1 - 2v)t], (5.7) 

which generalizes when a field is present, or for the 
lattice gas, to 

t(t) == «p,. - (p,»(p,; - (p,»> 

{ry[1 - (?72/2v)NCl - 2v + 7J~;) 
X exp [-'Yt(1 - 2v + 7J2)tJ. (5.8) 

These results are identical, when appropriate trans­
lation is made, with the long-range part of the con­
tinuum fluid correlations [cf. Eq. (56) of reference 3]. 

In the two-phase region, the pair correlation is a 
linear combination, weighted by the volume fractions 
of each phase, of the correlation functions ap­
propriate to each of the phases. This is based on 
precisely the same argument as was used for the 
continuum problem.3 

As the critical temperature is approached, the 
more complicated eigenvalues and eigenfunctions of 
Eq. (3.24) [or (3.25) precisely at the critical point] 
must be employed. Again the j = 1 term is dominant 
but all odd j's contribute, even to 0(1'). Some idea 
of the magnitude may be of value. At T = T c, 

t(t) = 1'2/3[0.656 exp (-0.754'Y4/3t) 

+ 0.0019 exp (-2.9h4/3t) 

+ 0.00006 exp (-5.6')'4/3 t) + ... ]. (5.9) 

6. TWO-DIMENSIONAL PROBLEMS 

For one-dimensional systems with no singUlarities 
in the potential (other than the core for the con­
tinuum problems), it is necessary that the limit of 
infinite interaction range be taken in order to obtain 
a phase transition. On the other hand, two-dimen­
sional systems already exhibit phase transitions with 
finite interaction ranges. Thus, it is of interest to 
consider a number of two-dimensional systems which 
may be analyzed in a fashion similar to that so far 
employed. The formalism at the beginning of Sec. 2 
was not specific as to dimensions. Only when the 
system was chosen to yield a simple Markoff process 
was the specialization to one dimension made, since 

a Markoff process implies an ordering which can 
only be achieved in one dimension. 

For a two-dimensional square lattice we shall now 
show that by introducing a set of Markoff processes, 
essentially one for each row, the techniques of the 
previous sections carry over. Again it will be neces­
sary to postulate a special type of intersite inter­
action, viz., one which may be written as a product 
of a function of the horizontal separation and a 
function of the vertical separation. Systems of this 
category to be discussed are: 

(A) A particle interacts with other particles in 
its row and the rows immediately above and below 
according to the exponential law r he -, ,,-.' I l' = I, 

v(kl, k'l') = 
J -1'lk-k,'1 I' = I ± I, (6.1) - r 'Ye , 

0, otherwise. 

The system is periodic in the rows l. 
(B) A particle interacts with other particles in 

its row exponentially, and with the particle im­
mediately above and below it: 

v(kl, k'l') = -rJ, 'l' = l ± I, k' = k, 
{

-J'Ye-1'lk_k'l l' = 1 

0, otherwise. (6.2) 

(C) A particle interacts with other particles with 
a potential which is an exponential of the distance 
between the two measured along the lattice bonds 

v(kl, k'l') 

(6.3) 

Note the necessity of introducing a prefactor of 1''' 
to keep the total energy finite. 

CD) Nearest-neighbor interactions, which shall be 
shown to be a special case of (A), (B), or (C). 

Mathematically, model (A) is the simplest. We 
shall therefore devote our greatest attention to its 
study. The other interactions will be analyzed to 
the extent necessary to make clear the lines along 
which one should proceed, and to bring out charac­
teristic properties. Since most of the salient features 
are already evident for the field free ferromagnet, 
we will concentrate mostly on this problem. 

7. TWO-DIMENSIONAL SQUARE LATTICE SYSTEM 
WITH EXPONENTIAL INTERACTION ALONG A ROW 

AND THE NEAREST-NEIGHBOR ROWS 

The partition function for the ferromagnet of N 
columns and M rows corresponding to interaction 
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potential A may be written in tenns of a functional 
integral according to Eq. (2.6). The k of that equa­
tion is to be interpreted as a double index, k for 
column and l for row. One has 

QNM = E{n fi cosh [(ry)iX(k, l)]}(2e-''Y/~NM, (7.1) 

where the mean of X (k, l) is zero and the covariance 
is 

E{X(k, l)X(k', l')} 

= e-'Ylk-k'I[OI',1 + T(OI',I_1 + 01',/+1)]' (7.2) 

A statistically equivalent description of such a 
stochastic process may be given in tenns of M inde­
pendent Ornstein-Uhlenbeck processes UI(k), with 
mean zero and covariance 

(7.10) 

or equivalently, 

exp [! log C(x)] exp h(V2 
- ix-x)] 

X exp [! log C(x)]cp(x) = Ae-iM'Ycp(x). (~.11) 

One has, as in one dimension, 

lim QIj~M = 2e-lv 'Y lim A~/M. (7.12) 
N,M--+r:D M--+CD 

To lowest order in 'Y, the exponentials may be com­
bined so that one need study only the eigenvalue 
problem 

{t [-(a2/aXl)2 + ix~ - 'Y- I log cosh «ry)i[~ixi 
I-I 

+ (1 - ~)iXl+I])] }cp(X) = Kcp(X) , (7.13) 

Define the constant ~, related to the nearest-row with 
interaction parameter T of Eq. (6.1), by Ao = exp (!M'Y - Ko'Y). 

T = [~(1 - ~) ]l. (7.4) For high enough temperatures, the log cosh may 

It can easily be confinned by direct substitution be expanded, and the equation becomes 

that equating the stochastic process X(k, l) to L [-(a2/axD + HI - 211)x~ 
I 

(7.5) 
(7.14) 

yields the required covariance (7.2). In analogy or 
to the one-dimensional procedure, the functional 
integral in expanded fonn is (7.15) 

E[ IT IT cosh {(ry)l[~!UI(k) + (1 - ~)!UI+l(k)]j ] 

= i: ... J [g C(uk ) ]W(UI)P(UI I U2 , 'Y) 

M 

C(Uk) = IT cosh {(ry)![~!Ukl + (1- ~)iUk.l+d}, (7.7) 
1-1 

and the probabilities W(u) and P(u I u', 'Y) are 
products of the corresponding one-dimensional prob­
ability functions, e.g., 

M 

W(Uk) = IT W(Ukl) , (7.8) 
I-I 

M 

P(Uk I Uk', 'Y) = IT P(Ukl I Uk'l, 'Y). (7.9) 
I-I 

The partition function is related to the highest 
eigenvalue of an M dimensional Kac equation 

where A is the Toeplitz matrix (for an infinite system, 
M ~ ex» with (1 - 21') on the diagonal and (-2VT) 
on the first off-diagonal positions. The partial dif­
ferential equation is rendered separable by the 
transformation 

(7.16) 

with inverse 
{J 

Xk = M-i L Yne-21riknIM = xt. (7.17) 
n--O 

For M odd, the index n takes on the M values from 
-HM - 1) to +HM - 1), while for M even, the 
limits are -HM - 2) ~ n ~ !eM - 1). Without 
loss of generality we assume M odd, and write for 
brevity, 12 = !eM - 1). 

With this transfonnation the eigenvalue equation 
becomes 

{J 

L [-W/aYn aY_n) + tW!YnY-n]1f(y) = K"'(Y) , (7.18) 
n--O 
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where 
a> 

,.,2" = '"' A -2'1ri;"IM 
~ £..J .,a+ie , 

; __ co 

= (1 - 2p) - 4PT cos (2m/M) , 

[1 - 2p(1 + 2T)] 

+ 4PT[1 - cos (2m/M)]. (7.19) 

A complete separation of the partial differential 
equation is achieved in terms of the real and imagi­
nary parts of Yn. Define 

V2 Re Y" = V2 Re Y-n, 

z~ = V2 1m Yn = - V2 1m Y-,,; 

then, grouping the +n and -n terms, 

The lowest eigenvalue Ko is given by 

1 11 

Ko = -2 L "'" 
71.--0 

(7.20) 

(7.21) 

(7.22) 

-+ (M/27r) 1" [(1 - 2p) - 4PT cos 8]1 d8. (7.23) 

A transition occurs at p(l + 2T) = !, again the 
mean field value, when the lowest "', "'0, becomes 
negative. This indicates that variations of Yo are 
becoming large. Since each Xk has a bit of the zeroth 
mode in it, each of the Xk'S becomes large. Both 
qualitatively and quantitatively the situation is 
similar to the one-dimensional case. Each x must now 
be expanded about a displaced center, 7](21'Y-*). 
Siegert10 has investigated the question of whether 
a lower or equivalent minimum might be achieved 
by selecting different values, 7]k, for each Xk, and 
found this not to be the case. The condition that 7] 
represent a minimum is 

tanh {[2p(1 + 2T)]I7]} = 7][2p(1 + 2TWf. 

The new eigenvalue equation is identical with the 
old one, Eq. (7.11), with the replacement 

K' = " - 'Y-1 log cosh {[2p(1 + 2T)]f7]} + h-I7]2 

P' = psech2 {[2p(l + 2T)]f7]} 

= v - h 2/(l + 2T) replacing v. (7.25) 

The partition function both above and below the 
transition may be written in the unified fashion 

lim (l/MN) In QMN = In 2 - i7J2 
M,N_trJ 

+ log cosh {[2I-o(l + 2T)]f7]} 

- h{ 1 - v + 7r-
1 

X {r [(1 - 2v') - 4V'T cos 8]1 d8}, (7.26) 

since above the transition, 7] = 0 and v' = v. Com­
paring the result with the one-dimensional formula, 
one sees that, to zeroth order in 'Y, the only dif­
ference is the replacement of J with J (1 + 2T). 
There is again a specific-heat discontinuity of !k, 
at the transition point. As the critical temperature 
is approached from above, a log (T - To) growth 
occurs in the O('Y) term of the energy. 

The critical properties of the system are much 
more difficult to evaluate than in one dimension. 
The fourth-order term in the expansion of log cosh 
will involve mixtures of the normal variables, y". 
This problem is currently under investigation. 

S. EXPONENTIAL INTERACTION ALONG A ROW AND 
NEAREST-NEIGHBOR INTERACTIONS IN THE 

COLUMNS 

In order to study model B, defined by Eq. (6.2), 
write the random process X(k, l) in terms of two 
sets of processes: the U,(k) of Eq. (7.3), with ex­
ponential covariance; and Z,(k), a set of independent, 
completely random, Gaussian processes, i.e., mean­
zero, and covariance 

If we take 

X(k, l) = 'Y'U,(k) + ~lZI(k) + (1 - ~)fZI+l(k), (8.2) 

then, as required, 

E{X(k, l)X(k', l')} = 'Ye-Ylk-k"OI'1 

+ Ow 011' + TOk'k[O!'.I+l + o!'.,-d. (8.3) 

The partition function, as before, may be written 
as a functional integral, and is related [cf. Eq. (7.12)] 
to the highest eigenvalue of 

= " + h-1 log [1 - 7]2/2v(l + 2T)] + h-I7]2 

replacing K, (7.24) J Vf(U, Z)Wf(Z)S(U I u', 'Y)Wf(Z')Vf(U', z') 

10 A. J. F. Siegert (to be published). X <I>(U', z') du' dz' = >.<I>(u, z), (8.4) 
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where 
M 

V(u, z) II cosh Ipl(-yiul + ~lzl + (1 - ~)lzl+111. 
1-1 

(8.5) 

As far as the z dependence is concerned, the kernel 
is in a factored fonn, so this variable is eliminated by 
mUltiplying Eq. (8.4) by Vl(u, z)Wl(z) and inte­
grating over z. The result is 

(8.6) 

where 

(8.15) 

the solution becomes unstable. We must then ex­
pand D(x) in the variables Wk = Xk - 1/(2/y)l with 
1/ given by 

1/(21') -} = sinh [(21')'1/11 Isinh2 [(2p)!1/J + e -4 .. Ii, (8.16) 

so as to put one at the absolute minima. 
The solution to lowest order in "I is then given by 

(8.17) 

with 

i5~/M = ! exp [!p(l + 2T)]{cosh [(2p)i1/J 

D(u) = f V(u, z)W(z) dz, (8.7) + (sinh2 [(2p)'1/J + e-4 ")il. (8.18) 

and 

or in differential fonn 

Equation (8.12) for Ko has B generalized by the 
replacement 

1" = I' - h 2 replaces 1', (8.19) 

and 

exp [! log D(x)J exp (-yC'V2 - ix·x)J t' = cosh [(2p)i1/J - Isinh2 [(2p)l1/J + e-4PT l i 

X exp [! log D(x)Jep(x) = Ae-lM'Yep(x) , (8.8') cosh [(2p)i1/J + Isinh
2 

[(2p)!1/J + e-
4
"l l 

with 

lim Q~:'M = 2e+('Y+l) lim A~!M. (8.9) 
N.M_aJ M_C'D 

For temperatures above any transition, D may 
be expanded for small "I. One finds, as M --7 co, 

D(x) = Do exp [!P'Y LXIx .. tanh1/
-

ml pT + ... ], 
I ... 

(8.10) 
where 

is related to the partition function when the columns 
do not interact. 

To lowest order in "I, 

Ao = Do exp [!M'Y - Ko'Y], 

[- '\7 2 + !B : xxJep = Kep, 

{
I - 21' 

BI = 
.. -2pt1/ - ml 

where t = tanh PT. 

l = m, 

l ~ m, 

(8.11) 

(8.12) 

(8.13) 

A separation is again achieved with the variables 
Y .. of the previous section. The w's are given by 

2 t cos (2-rrn/M) - t2 

w" = (1 - 21') - 41' 1 _ 2t cos (2-rrn/M) + t2 (8.14) 

When the smallest w, namely, w~ = 1 - 2pe2 
.. , 

vanishes at Pc given by 

replaces t. (8.20) 

This is essentially all that is needed to detennine 
the partition function to 0("1) both above and below 
the transition. The modification in the presence of 
an external field, or for the lattice gas, involves 
merely adding r onto (2p)l1/ on the right-hand side 
of Eq. (8.16) which defines 1/, just as Eq. (4.7) 
generalizes Eq. (3.18). These results will not be 
written out in detail here. Suffice it to mention 
that there is a specific-heat discontinuity of 
6Pck(1 + 2pcT)(3 - 4p~)-1 at the transition point, 
and that the 0("1) tenn of the energy goes as 
"I log (T - Tc) as Tc is approached. 

9. INTERACTION EXPONENTIAL IN THE "DISTANCE" 
MEASURED ALONG THE BONDS 

To treat model C we will again introduce inde­
pendent Ornstein-Uhlenbeck process Uz(k) (l = 

0, 1, ... , M), as defined by Eq. (7.3). The X(k, l) 
process will have a covariance equal to 

exp [-'YClk - k'i + Il - l'I)], 

as required by our general theory, if we equate it 
statistically to 

X(k, l) = Uo(k)e-'Y I 

I 

+ (1 - e-2 'Y)! L U"e-'Y(/-p). (9.1) 
p-l 
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As usual, the properties of the system are related a region lei = O(y) where it is 0(1). Thus the integral 
to a Kac equation, which in differential form is is12 

exp [! log T(x)] exp ['Y(\72 - lx·x)] 

X exp [! log T(x)]rp(x) = Xe-1(M+1>'Yrp(x) , (9.2) 

where 

T(x) = IT cosh {p1'Y[xoe-"l1 
1-1 

+ (1 - e-2"1)i ± xpe-"lO-Pl]}. (9.3) 
p-I 

For small 'Y, the exponentials may be combined, and 
we need study only 

[_\72 + lx·x - 'Y- 1 log T(x)]rp = Krp, (9.4) 

or, above the transition, 

{[ - (il / iJx~) + HI - p )x~ - 2-1JI'Y!xo 

+ [~ - (il/iJxD 

+ 1 L (all' - 2J1'Ye-"lII-I'I)Xlx l ,]}rp = Krp. 
1,/'-1 

(9.5) 

The Xo variable has been separated out because its 
inclusion with the other variables would spoil the 
Toeplitz nature of the matrix of the quadratic form. 
The complete problem can be handled by the 
methods of bordered matrices,l1 but the single de­
gree of freedom represented by Xo makes contri­
butions which relatively vanish as the number of 
other degrees of freedom becomes infinite. Dropping 
xo, we can diagonalize Eq. (9.5) with the variables 
Yft of Sec. 7. The w's are given by 

w! = 1 - 4p'Y2 {2(I - 'Y)[I - cos (2?rn/M)] 

+ 'Y2[2 - cos (2?rn/M)] + 0('Y3
) r l 

• (9.6) 

The lowest one is n = 0, 

w~ = 1 - 4p, (9.7) 

so that a transition occurs at vc = 1. 
The lowest eigenvalue Ko is given by 

Ko = ! L Wn 
n 

= M 1" [1 
211' 0 

4J1'Y
2 J! de 

2(I-'Y)(I-cos e)+'Y2 (2-cos e) . 
(9.8) 

The second term of the radical is O('Y2) except for 

11 H. S. Wilf, Mathematics for the Physical Sciences (John 
Wiley & Sons, Inc., New York, 1962). 

Ko = !M[l + O('Y»). 

and the partition function is 

lim (NM)-I In QMN = In 2 + 0('Y2
). 

NtM .... r::o 

(9.9) 

(9.10) 

It is not surprising that the first correction is 0('Y2
), 

in view of the fact that each pair interaction goes 
as /. These terms arise not from a 0('Y2

) contribu­
tion from each normal mode (of the stochastic field on 
a particle in a row), but from a O('Y) modification 
of O(-Y) of the modes (the long-wavelength ones). The 
first of these O('Y)'s is due to the long-range effects 
along a row, while the second arises from long­
range effects between rows. 

We could go on to study the region below the 
transition, or the lattice gas by shifting the center(s) 
of the eigenfunction(s) as before, where '11 is now 
given by 

'11/21'1 = tanh (2pl7J + 5). (9.11) 

The result is that 

v' = v - 17J2 replaces v, 

and 

K' = K - h -1 log (1 - lp-I7J2) - h -17J2 replaces K. 

The outstanding thermodynamic properties are a 
specific-heat discontinuity of !k at T e , and the 
van der Waals equation of state 

{3p = -In (1 - p) - 8vl. (9.12) 

10. NEAREST-NEIGHBOR INTERACTIONS 

The possibility of expressing the partition func­
tion in terms of the largest eigenvalue of an integral 
equation arises from the exponential nature of the 
potential function. It will now be demonstrated that 
nearest-neighbor interaction law is a limiting case 
of the exponential. 

In one dimension, consider the potential 

v(kk') = -Je"l exp (-'Y Ik - k'l). 

In the limit as 'Y ~ (X) , v(kk') vanishes for Ik-k'i > 1, 
and is -J for Ik - k'i = 1. As formulated above, 
the k = k' term is retained in the functional integral. 
This may prove troublesome since v(kk) diverges, 
but this self-energy is eventually subtracted out. 
By a modification of this type, models (A), (B), 
or (C), above, may be reduced to the two-dimen­
sional nearest-neighbor problem. 

12 Note added in proof. J. McKenna has shown that ex­
plicitly KO = 21.[11/2 - 'Y(v/8".) fcoo Z-1/2(1 + Z)-1/2[(I + 
Z)1I2 + (1 - 4v + Z)I/2]-IZ + ... I. 
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Irreducible Representations of Generalized Oscillator Operators * 
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Department of Physics and Astronomy, University of Rochester, Rochester, New York 
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All of the irreducible representations are found for a single pair of creation and annihilation oper­
ators which together with the symmetric or antisymmetric number operator satisfy the generalized 
commutation relation characteristic of para-Bose or para-Fermi field quantization. The procedure 
is simply to identify certain combinations of these three operators with the three generators of the 
three-dimensional rotation group in the para-Fermi case, and with the three generators of the three­
dimensional Lorentz group in the para-Bose case. The irreducible representations are then easily 
obtained by the usual raising and lowering operator techniques. The applicability of these techniques 
is demonstrated by a simple argument which shows that the commutation relations require that the 
generator to be diagonalized have a discrete spectrum. 

1. INTRODUCTION 

CONSIDERABLE recent attention has been 
given to generalized schemes of field quantiza­

tion which would describe particles obeying sta­
tistics more general than the familiar Bose-Einstein 
or Fermi-Dirac types.1

-
9 The essential new feature, 

from a mathematical point of view, is that the 
creation and annihilation operators obtained from 
the Fourier decomposition of the field are not re­
quired to satisfy the usual commutation or anti­
commutation relations. If we limit our attention to 
just a single pair of creation and annihilation opera­
tors at and a, the generalization of the commutation 
or anticommutation relations consists of the equation 

[a, NJ == aN - Na = a, (1) 

together with an assumption that the number opera­
tor N has a particular form such as the symmetrized 
or antisymmetrized forms3

• 7,9 

N = (t)(ata + aa\ 

N t t = (t)(aa - aa). 

(B) 

(F) 

* Supported in part by the United States Atomic Energy 
Commission. 

t On leave of absence from the Atomic Energy Establish­
ment, Bombay, India. 

1 G. Gentile, Nuovo Cimento 17, 493 (1940). 
2 T. Okayama, Progr. Theoret. Phys. (Kyoto) 7, 517 

(1952). 
3 H. S. Green, Phys. Rev. 90, 270 (1953). 
4 1. E. Mc Carthy, Proc. Cambridge Phil. Soc. 51, 131 

(1955). 
• T. W. B. Kibble and J. C. Polkinghorne, Proc. Roy. Soc. 

(London) A243, 252 (1957). 
6 D. V. Volkov, Soviet Physics-JETP 9, 1107 (1959) and 

11, 375 (1960). 
7 S. Kamefuchi and Y. Takahashi, Nucl. Phys. 36, 177 

(1962). 
8 G. F. Dell'Antonio, O. W. Greenberg, and E. C. G. 

Sudarshan, Proceedings of the Istanbul Summer School (1962), 
edited by F. Gursey (Gordon and Breach, New York, 1963); 
see also University of Rochester Report NYO-I0241 (un­
published). 

g H. Scharfstein, Thesis (New York University, 1962). 

The purpose of this paper is to present a simple 
method for exhibiting all of the irreducible repre­
sentations of operators at and a which satisfy Eq. 
(1), together with either (B) or (F). Since the 
familiar representations in which the operators at 
and a satisfy the usual commutation or anticom­
mutation relations are particular solutions for the 
cases (B) and (F), respectively, we will refer to 
these cases as "para-Bose" and "para-Fermi". 

For the para-Fermi case, our method consists 
simply of recognizing that the number operator, 
creation operator, and annihilation operator satisfy 
the same commutation relations as the third com­
ponent and the raising and lowering operators for 
angular momentum.to The irreducible representa­
tions in this case correspond to the well known ir­
reducible representations of the three-dimensional 
rotation group. 

In the para-Bose case, the corresponding set of 
operators does not form a recognizable Lie algebra 
since it is not even closed under commutation. How­
ever, we do obtain a Lie algebra by considering the 
number operator together with the squares of the 
creation and annihilation operators. The appropriate 
combinations of these three operators satisfy com­
mutation relations of generators of the three­
dimensional (two space, one time) Lorentz group. 
From these commutation relations, plus the fact 
that the number operator (B) is positive, we can 
find the irreducible representations by the usual 
raising and lowering operator techniques. The ir­
reducible representations of at and a are then ob­
tained by taking square roots. 

Our procedure is to find the irreducible repre­
sentations of operators satisfying the commutation 

10 The connection between spin-l/2 angular-momentum 
operators, and creation and annihilation operators satisfying 
anticommutation relations is well known. P. Jordan and .I!;. P. 
Wigner, Z. Phys. 47, 631 (1928). 

1089 
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relations of the three-dimensional Lorentz group to­
gether with the requirement that the number opera­
tor be positive. If we were interested in finding 
actual irreducible representations of the Lorentz 
group, we would look for the irreducible representa­
tions of operators satisfying these same commuta­
tion relations but the positiveness would be re­
placed by a requirement insuring the compactness 
of the subgroup of (two-dimensional) space rotations. 
Thus, most of the representations that we find do 
not, in fact, generate representations of the three­
dimensional Lorentz group, and many of the 
representations of generators of the three-dimen­
sional Lorentz group, as found by Bargmann,l1 do 
not satisfy our requirement that the number opera­
tor be positive. 

The raising and lowering operator techniques can 
be rigorously justified only if we know that the 
operator whose eigenvalues are being raised and 
lowered, namely the number operator, does in fact 
have a discrete spectrum. If we do not know this, 
we run the risk of overlooking representations in 
which this operator has a purely continuous spec­
trum. Hence we give a short proof that the com­
mutation relations alone imply that the number 
operator has a discrete spectrum in each irreducible 
representation. This step is essential particularly 
in the para-Bose case; although the generator cor­
responding to the number operator is known to 
have a discrete spectrum for all irreducible repre­
sentations of the three dimensional Lorentz group, 11 

we find representations of the commutation relations 
which do not generate representations of the group. 
For the (compact) three-dimensional rotation group, 
it is of course true that representations of the 
commutation relations are equivalent to representa­
tions of the group. But we do not need to use either 
this fact or the general theorem that the irreducible 
unitary representations of a compact group are finite­
dimensional and thus have generators with dis­
crete spectra; we prefer to notice that the discreteness 
of the spectrum follows directly from the com­
mutation relations. 

The para-Fermi case is treated in Sec. II, and the 
para-Bose in Sec. III. In Sec. IV we make some 
remarks on the relation of our results to the work 
of Kamefuchi and Takahashi,7 of O'Raifeartaigh 
and Ryan,12 and of Greenberg and Messiah.1a 

11 V. Bargmann, Ann. Math. 48, 568 (1947). 
12 L. O'Raifeartaigh and C. Ryan, Proc. Roy. Irish. Acad. 

A62, 93 (1963). 
13. O. W. Greenberg and A. Messiah (to be published). We 

are mdebted to Prof. Greenberg for communicating these 
results to us prior to publication. 

II. PARA-FERMI OSCILLATOR 

We want to find all of the irreducible representa­
tions of operators at and a which satisfy the com­
mutation relation 

[a, N] = a, (1) 

with the antisymmetric definition of the number 
operator 

t t N = (!)(a a - aa). (F) 

We define the three symmetric operators J 1, J 2 , 

and J a by making the identifications 

N = J a• (2) 

Equations (1) and (F) are then equivalent to the 
familiar angular-momentum commutation relations10 

i, j, k = 1,2,3. (3) 

Our problem is equivalent to that of finding the 
irreducible representations of symmetric operators 
J i which satisfy the commutation relations of 
generators of the three-dimensional rotation group. 

Before referring to the well-known irreducible 
representations of angular momentum, we wish to 
remark that Eq. (3) implies that the operator J a 
has a discrete spectrum in each irreducible repre­
sentation of J 1 , J 2 , and J a. The usual treatment of 
angular momentum in terms of eigenvectors of J a 
is thus seen to be rigorously applicable. The proof 
is completely analogous to that given in Sec. III 
to establish the analogous property for the operator 
Ho. (Simply replace HI, H 2 , and Ho everywhere in 
that proof by J 1 , J 2 , and J 3 , respectively.) 

By the usual raising and lowering operator 
techniques,14 we can show that the familiar angular­
momentum representations are all of the irreducible 
representations of symmetric operators J 1 , J 2 , and 
J 3 , satisfying Eq. (3). All of the irreducible repre­
sentations of operators at and a satisfying Eqs. (1) 
and (F) can be obtained by inverting Eqs. (2). We 
get a different irreducible representation for each 
different value 

j = 0, !, 1, ~, 2, ! ... , 
giving one of the possible eigenvalues j(j + 1) for 
the invariant operator 

J2 = Ji + J~ + Ji 

(!)(ata + aat) + m(ata _ aat)2. 

The representation space in each case is (2j + 1)­
dimensional and the number operator has (2j + 1) 

14 P. A. M. Dirac, Quantum Mechanics (Oxford University 
Press, London, 1958), pp. 144-149. 
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different eigenvalues. The first nontrivial representa­
tion is that for which j = !. In this particular case 
the representation is two-dimensional, the number 
operator has two different eigenvalues, and at and a 
are represented by the familiar 2 X 2 matrices 
which satisfy the anticommutation relation charac­
teristic of Fermi-Dirac quantization. 

III. PARA-BOSE OSCILLATOR 

We want to find all of the irreducible representa­
tions of operators at and a which satisfy the com­
mutation relation 

[a, N] = a, (1) 

with the symmetric definition of the number operator 

N = (t)(ata + aa\ (B) 

In this case, since N is not the commutator of at 
and a, these three operators do not form a Lie 
algebra. But the set of operators at at, aa, and N 
is closed under commutation. If we define the three 
symmetric operators H1, H2, and Ho by 

H1 = (h)(atat - aa), H2 = (i)(ata t + aa), 

Ho = (!)N, 

we find in fact that the commutation relations 

From Eqs. (4), it follows that the operators H1 
and H 2 transform as components of a vector under 
rotations generated by Ho; 

By considering the case r = 27r, we find that the 
unitary operator exp (27riH 0) commutes with each 
of the operators H1, H2, and Ho, so by Schur's 
lemma, exp (27riHo) must be a scalar multiple of 
the identity in each irreducible representation of 
H1, H2, and Ho. Since it is a unitary operator, we 
have in fact that 

with d a real number. If x is any point in the spec­
trum of H o, we thus have, by the spectral mapping 
theorem, that 

or that 

x = d + n, 

with n an integer. We have shown that the spectrum 
of Ho in each irreducible representation is discrete 
and consists of points separated by integer spaces. 
This property, which is strictly analogous to that 

(4) of the angular-momentum operators, is, of course, 
not shared by the operators H1 and H2. 

follow from Eqs. (1) and (B).15 These differ from 
the angular-momentum commutation relations (3) 
only by the presence of the minus sign in the last 
equation. They are the commutation relations satis­
fied by generators of the three-dimensional (two 
space, one time) Lorentz group. The operator Ho 
corresponds to the generator of rotations of the 
two-dimensional space plane, and H1 and H2 cor­
respond to the generators of Lorentz transformations 
in the two space directions. 

Each irreducible representation of operators at 
and a satisfying Eqs. (1) and (B) will give sym­
metric operators H1 , H2 , and Ho satisfying Eqs. (4). 
Our procedure is to find the relevant irreducible 
representations of H 1 , H 2 , and H o, from which we 
will be able to work back to at and a. As a first 
step it is essential to show that H 0 has a discrete 
spectrum in each irreducible representation of sym­
metric operators H1, H2, Ho satisfying Eqs. (4). 

15 It has been pointed out to us by Dr. S. Okubo that this 
~,ype of .constru~tio? has also b~en used by H. J. Lipkin, 
Co~lectIve Motion ill Many-Particle Systems," Brandeis Uni­

verstty Summer Institute Lecture Notes (W. A. Benjamin Com­
pany, Inc., New York, 1959). 

According to definition (B), the number operator 
is positive. Our next step is to find all of the ir­
reducible representations of symmetric operators H 1 , 

H2 , and Ho satisfying Eqs. (4), with the additional 
restriction that Ho be positive. 

From Eqs. (4) it follows that the operator 

Q = H~ + H~ - H~ 

commutes with each of the operators H 1 , H 2 , and H o, 

so by Schur's lemma, Q must be a scalar multiple 
of the identity in each irreducible representation of 
H 1, H 2, and H o. Since Q is symmetric, we may assume 
that it is a real number. From the operator functions 
of H 1 , H2 , and Ho, we may choose the complete set 
of commuting operators consisting of Q and Ho (in 
analogy to rand J 3 for angular momentum). The 
irreducible representations can be obtained by 
finding the simultaneous eigenvectors of Q and Ho 
and constructing the matrices for H 1 , H 2 , and Ho 
in this orthonormal basis. Since Q is simply a number 
in each irreducible representation, this amounts to 
finding the possible values for Q and the eigenvalues 
and eigenvectors of Ho consistent with each value 
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of Q. The different values for Q will thus correspond 
to the different irreducible representations. 

We define raising and lowering operators F and 
Gby 

and find that 

Q = g - l = g(l - g). (11) 

[Ho, FJ = F, 

[Ho, GJ = -G, 

The positiveness of Ho requires that g be non­
negative. For the case g = 0, we have Q = 0, and 
it follows from Eq. (7) or Eq. (9) that F gives zero 
when applied to the eigenvector of Ho with eigen­
value g. This vector thus yields the trivial one­
dimensional representation with HI = H2 = Ho = 0. 
For a case where g is positive, we see from Eq. (7) 

(5) or Eq. (9) that we can repeatedly apply the operator 
F, starting with the eigenvector of Ho with eigen­

(6) value g, and construct eigenvectors of Ho having 
eigenvalues successively increased by one without 

(7) ever reaching a vector on which F gives zero. The 

Consider any irreducible representation of HI, 
H2, and Ho. We may assume that in this representa­
tion Q is some fixed real number, and Ho is a positive 
operator with a discrete integrally spaced spectrum. 
Let lh) be an eigenvector of Ho with eigenvalue h; 

infinite sequence of eigenvectors thus constructed 
(8) spans an infinite-dimensional space which is ir­

reducible under the operation of F, G, and H o, 

and therefore also irreducible under HI, H 2, and H o. 

We have shown that all of the irreducible representa­
tions with Ho positive will in fact be found by this 
construction. 

Ho Ih) = h Ih). 

From Eq. (5) it follows that Flh) is either the zero 
vector or an eigenvector of H 0 with eigenvalue 
h + 1. If it is not zero, we will label it by its eigen­
value h + 1. In either case, assuming that all 
eigenvectors are to be normalized, it follows from 
Eq. (7) that 

For each different value of g, which may be any 
nonnegative real number, we get a different ir­
reducible representation of HI, H2, and H o, satisfying 
Eqs. (4) with Ho positive. Except for the trivial 
representation corresponding to g = 0, all of these 
representations are infinite-dimensional. The opera­
tor Q has the value g(l - g). The operator Ho has 
the nondegenerate discrete spectrum consisting of 
the points g + n, with n a nonnegative integer. 

F Ih) = c(h)(Q + h2 + h)! Ih + 1), 
The corresponding eigenvectors Ig + n) form an 

(9) orthonormal basis in the representation space. In 
this basis, the matrix for Ho is of course diagonal, where c(h) is a complex number with absolute 

value one. It follows similarly from Eq. (6) that 
Glh) is either the zero vector or an eigenvector of 
Ho with eigenvalue h - 1. In either case, it follows 
from Eq. (8) that 

G Ih) = c(h - l)*(Q + h2 
- h)! Ih - 1). (10) 

Starting with the given eigenvector of H 0 with 
eigenvalue h, we may repeatedly apply the operator 
G and construct eigenvectors of Ho having eigen­
values successively decreased by one until we reach 
a vector on which G gives zero. Our requirement 
that H 0 be positive implies that we do in fact find 
such a vector-for otherwise, we would have nega­
tive eigenvalues for Ho. Let g be the eigenvalue of Ho 
for this eigenvector on which G gives zero. Then 
from Eq. (8) or Eq. (10), 

Q + l- g = 0, 

so that 

Ho Ig + n) = (g + n) III + n), (12) 

and the matrices for HI and H2 can be obtained from 
those for F and G, which, from Eq. (9) and Eq. 
(10), are 

F Ig+n) = c(g+n)[g(l- g) + (g+n)2 + g+nJI 

X Ig + n + 1) 

=c(g+n)[(2g+n)(n+ l)J! /g+n+ 1), 

(13) 

G Ig+n) = c(g+n -1)* 

X [g(1- g) + (g +n)2 - g+nJl 

X Ig + n - I) 

=c(g +n - 1)*[(2g +n + l)n]! Ig +n - 1). 

(14) 
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As was mentioned in the introduction, most of 
the representations that we have found for sym­
metric operators HI, Hz, and H 0 satisfying the 
commutation relations (4), are not suitable repre­
sentations for generators of irreducible unitary 
representations of the three-dimensional Lorentz 
group. The reason is easy to see. If Ho is actually 
to be the generator for rotations of the two-dimen­
sional-space plane, it is necessary that 

e2 "iH. = ±1, 

in order that rotations of 271" have the required 
character. This implies that 

l"'Y = ±1, 

which restricts g to the values g = (!)m, with m 
an integer. Only this subset of our representations 
are admissible as representation of the Lorentz 
group. On the other hand, many of the representa­
tions found by Bargmannll for generators of the 
Lorentz group are not of use to us because they fail 
to satisfy our additional requirement that Ho be 
positive. 

Let us now work backwards from the irreducible 
representations of HI, H2 , and Ho to construct the 
irreducible representations of at, a, and N. Inversion 
of the equations defining HI, H 2, H o, F, and G gives 

(15) 

aa = i2G, (16) 

N = 2Ho, (17) 

and Eqs. (12), (13), and (14) can be used to obtain 
the matrices for these operators in each irreducible 
representation of HI, Hz, and Ho. It remains to 
take square roots. 

From the commutation relation (1), we see that 
when the operators at and a operate on an eigen­
vector of N they give, if not the zero vector, an 
eigenvector of N with eigenvalue respectively in­
creased or decreased by one. Each irreducible repre­
sentation of at and a is defined on a vector space 
spanned by the non degenerate eigenvectors of N. 
These eigenvectors correspond to integrally spaced 
eigenvalues which, since N is positive, range up­
wards from some lowest nonnegative eigenvalue. We 
distinguish two sUbspaces-the subspace spanned 
by eigenvectors corresponding to eigenvalues which 

differ from the lowest eigenvalue by an even non­
negative integer (even subspace), and the subspace 
spanned by eigenvectors corresponding to eigen­
values which differ from the lowest eigenvalue by 
an odd positive integer (odd subspace). These two 
subspaces together span the whole representation 
space for at and a. Our interest in them is due to 
the fact that the operators atat, aa, and N leave 
each of these subspaces invariant. Each irreducible 
representation of at and a gives rise to two irreducible 
representations of HI, H2 , and Ho, one on the even 
subspace and the other on the odd subspace. In 
working backwards to get an irreducible representa­
tion of at and a, we must take the square root of 
the direct sum of two irreducible representations 
of HI, H2 , and Ho. 

Let us first combine the matrices for H 0 from 
two irreducible representations of HI, H 2 , and Ho 
to obtain the matrix for N according to Eq. (17). 
Suppose that on the even subspace we choose the 
irreducible representation for HI, H2 , and Ho, for 
which Ho has the lowest eigenvalue g. Then 2g is 
the lowest eigenvalue of N, and N has the eigen­
values 2g + 2n, with n a nonnegative integer, cor­
responding to the eigenvectors spanning the even 
subspace. Now we know that N must also have the 
eigenvalues 2g + 2n + 1, so we have no choice 
but to choose H 0 on the odd subspace to have the 
eigenvalues g + ! + n. Therefore, on the odd sub­
space we must choose the irreducible representation 
of HI, H2 , and Ho, in which Ho has the lowest eigen­
value g + !. If we order the eigenvectors of N (which 
form an orthonormal basis in the direct sum of the 
even and odd subspaces) according to the increasing 
eigenvalues of N, we effectively "fan together" the 
two irreducible representations, taking first a vector 
from one and then a vector from the other, and the 
matrix for N is 

2g 0 0 0 

0 2g + 1 0 0 

N= 0 0 2g + 2 0 

0 0 0 2g + 3 

with the first eigenvalue coming from one representa­
tion of Ho, the second from the other, etc. 

Now we combine the same two irreducible repre­
sentations of HI, H 2 , and Ho on the even and odd 
subspaces, using Eqs. (13) and (15), to obtain the 
matrix for atat : 
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0 0 0 0 0 

0 0 0 0 0 
2(2g)! 0 0 0 0 

0 2(2g + 1)& 0 0 0 
t t 

a a = 
0 0 2[(2g + I)2]t 0 0 

0 0 0 

0 0 0 

with the general matrix element being nonzero only 
in the cases 

t t 
(a a );+2.; 

t t 
(a a );+2.i 

[(4g + j - I)(j + I)]! 

[(4g + j)j]! 
for j odd, 

for j even. 

Here we have omitted both the phase factors c 
of Eq. (13) and the factor -i of Eq. (15), it being 
understood that each matrix element of atat is 
determined only to within a phase factor. The odd 
row-odd column matrix elements come from the 

0 0 0 

[2(2g)]i 0 0 

0 V2 0 

2[(2g + 2)2]t 0 

0 2[(2g + 2)3]! 

irreducible representation of F, G, and Ho on the 
even subspace, with Ho having the lowest eigen­
value g, and the even roW-Bven column matrix ele­
ments come from the irreducible representation of 
F, G, and Ho on the odd subspace in which Ho has 
the lowest eigenvalue 9 + t. 

We know that at will have nonzero matrix ele­
ments only one place below the diagonal. We find 
that the only matrix of this kind which has a square 
equal to atat and which gives the correct matrix 
for N is 

0 0 0 

0 0 0 

0 0 0 

0 0 [2(2g + I)]! 0 0 0 .. · 
t 

a = 
0 0 0 

0 0 0 

0 0 0 

with the general matrix element being nonzero 
only in the cases 

(a\+I.i = (4g + j - I)! 

(at)i+I.i = jt 

which may also be written as 

for j odd, 

for j even, 

(a\+I.i = [(2g - t)(1- (_I)i) + j]t. 

It is to be understood that each matrix element of 
at is determined only to within a phase factor. 

Each irreducible representation of operators at 
and a satisfying Eq. (1) with the symmetric defini­
tion (B) of the number operator N, is given by a 
matrix of the above form. We get a different non-

41 0 0 

0 [2(2g + 2)]! 0 

0 0 6i 

trivial irreducible representation for each positive 
real value of g. (The irreducible representations of 
the operators HI, H 2 , and Ho, corresponding to 9 = 0, 
can only be combined to give the trivial one-dimen­
sional representation with at = a = 0.) For the 
particular case 9 = t, we get the familiar matrix 

( t) .t a ;+I.i = J , 

which satisfies the commutation relation 

[a, at] = 1, 

characteristic of Bose-Einstein quantization. I6 

16 For the particular case of operators satisfying the usual 
commutation relations. the fact that there is just the one 
familiar irreducible representation was proved by J. von 
Neumann, Math. Ann. 104, 570 (1931). 
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IV. DISCUSSION 

An alternative approach to determining operators 
satisfying the commutation relation (1) with the 
symmetric or antisymmetric definition (B) or (F) 
of the number operator, is to find more restrictive 
equations satisfied by at and a such that the general 
commutation relation is automatically satisfied by 
the operators which satisfy the more restrictive 
equation. An example of such an equation is the 
familiar commutation relation or anticommutation 
relation characteristic of Bose-Einstein of Fermi­
Dirac quantization. We have seen that of the many 
irreducible representations of operators at and a 
satisfying the general commutation relation (1) in 
the para-Bose or para-Fermi case there was just one 
representation which satisfied the familiar commuta­
tion or anticommutation relation, respectively. 

A sequence of successively higher-order generaliza­
tions of the familiar commutation and anticommuta­
tion relations have been derived by Kamefuchi and 
Takahashi,7 Each of these has the property of im­
plying the general commutation relation (1) with 
the relevant definition (B) or (F) of the number 
operator. One can check, at least for the first few 
cases, that our irreducible representations of para­
Fermi operators corresponding to j = 1, !, etc. 
satisfy the successively higher-order generalizations 
of the anticommutation relation (the representation 
for j = ! satisfies the ordinary anticommutation 
relations), and that our irreducible representations 
of para-Bose operators corresponding to g = !, I, 
etc. satisfy the successively higher-order generaliza­
tions of the commutation relations (for g = t, the 
representation satisfies the ordinary commutation 
relation). We evidently have one irreducible repre­
sentation of operators at and a satisfying each of the 
higher-order generalizations of the commutation and 
anticommutation relations. We know of no such 
equation satisfied by our irreducible representations 
of para-Bose operators for other than quarter inte­
gral values of g. 

The irreducible representations of the para-Bose 
operators at and a satisfying Eq. (1) with the defini­
tion (B) of the number operator, have also been 
found by O'Raifeartaigh and Ryan.12 Besides pro­
viding an alternative way to arrive at these results, 
in what we think is a particularly simple and trans­
parent manner, our method has the advantage of 
containing a proof that the number operator has 
the discrete spectrum necessary to make the eigen­
vector techniques applicable. 

The representations of generalized oscillator opera­
tors have also been investigated by Greenberg and 

Messiah.13 Their interest is in representations for 
which there is a unique vector that is annihilated 
by the operator a. They show that this vector is 
necessarily an eigenvector of the operator aat . Let 
p be the corresponding eigenvalue. It is then shown 
that p is always an integer in the para-Fermi case, 
and in the para-Bose case it is argued that only 
integral values of p lead to reasonable results when 
several different sets of oscillator variables are 
combined to construct a quantized field. It is the 
representations having these particular properties 
which were established by Greenberg and Messiah. 
Let us determine which of our representations exhibit 
these properties. 

For the para-Fermi case, consider any irreducible 
representation of at and a corresponding to some 
value of j. There exists in this representation a unique 
vector on which the operator a (= J I - iJ2 ) gives 
zero, namely the eigenvector of N (= J 3 ) with 
lowest eigenvalue - j. This vector is an eigenvector 
of the operator 

with eigenvalue 

j(j + 1) - l + j = 2j. 

Thus p = 2j in always an integer. For each positive 
integer p, we have just one irreducible representation 
of at and a, and these are in fact all of the nontrivial 
irreducible representations. 

For the para-Bose case, consider any irreducible 
representation of at and a corresponding to some 
value of g. We have again a unique vector on which 
the operator a gives zero, namely the eigenvector 
of N with lowest eigenvalue 2g. By explicit matrix 
computation we find that this vector is an eigen­
vector of the operator aat with eigenvalue 4g. Thus 
p = 4g is an integer only for quarter-integral values 
of g which correspond exactly to the irreducible 
representations which satisfy the higher-order gen­
eralizations of the commutation relations derived 
by Kamefuchi and Takahashi. 7 For each positive 
integral value of p, we have just one irreducible 
representation of at and a, but in this case there are, 
of course, many other irreducible representations. 
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The many-body problem for a system of composite ~articles is formulated in a way .which takes 
explicit account of the composite nature of these partlCI~s Il:nd allows a cl~ar separatIo~ between 
interatomic and intraatomic interactions. A second-quantIzatIOn representatI?~, full;V eqUIvalent ~o 
the conventional representation in which nuclei an~ el~ctrons appear exphcltly, IS. developed. In 
terms of atomic annihilation and creation operators satISfYIng elementary Bos~ or F~rmi c~mmutatl(~n 
relations All effects of the composite nature of the atoms are exactly contaIned In the InteratomIC 
and intr~atomic matrix elements and in certain exchange integrals. An application is made to the 
problem of Bose condensation of fermion pairs. 

1. INTRODUCTION 

T HERE are two distinct problems in treating a 
system of interacting particles each of which 

is composite in the sense of being composed of several 
(more) elementary constituents. The first is the well­
known very difficult problem of finding reasonably 
accurate approximate solutions of any nontrivial 
quantum-mechanical many-body problem. The sec­
ond problem, which would not occur if all particles 
present were elementary, is that of even formulating 
the problem in such a way as to take account of 
the existence of composite particles; this is the 
problem with which this paper is concerned. It is, 
of course, well known that composite particles be­
have like elementary bosons or fermions when they 
are (in some reasonable sense) well separated or 
when the interparticle interactions are small com­
pared to the internal excitation energies,l but there 
are many problems in which these criteria are 
violated, yet the composite nature of the particles 
remains important; two examples are high-tempera­
ture gases and the electron-pair "quasibosons" of 
superconductivity theory. It would be very con­
venient if composite particles could also be treated 
as bosons or fermions in problems of this type. A 
different, but related, motivation is provided by the 
problem of the proper description of composite 
particles in relativistic quantum field theories. 
It is possible (in several ways) to define asymptotic 
field operators for composite particles satisfying local 
commutation relations, but local finite-time field 
operators for composite particles have not been 

* This work was supported in part by the United States 
Atomic Energy Commission. 

t Present address: Institute of Theoretical Science and 
Department of Physics, University uf Oregon, Eugene, 
Oregon. 

1 The formal proof was first given by P. Ehrenfest and 
J. R. Oppenheimer, Phys. Rev. 37, 333 (1931). 

defined. If this problem can be solved in the non­
relativistic case, the solution might admit a rela.­
tivistic generalization. 

The purpose of this paper is to show that a 
second-quantization representation for many-atom2 

systems can be developed in which the atomic an­
nihilation and creation operators satisfy elementary 
boson or fermion commutation relations, i.e., the 
atoms behave like point particles. In this representa­
tion the Hamiltonian, expressed as a function of the 
local atomic field operators, takes the familiar form 
of a sum of a quadratic part representing inde.,. 
pendent-particle (here independent-atom) energies 
and a quartic part representing two-body interactions. 
The price one pays for this simplified formulation 
of the many-atom problem is that it is necessary to 
impose subsidiary conditions on the state space 
generated by the atomic creation operators in order 
that it be equivalent to the conventional-state space 
in which the atomic constituents (nuclei and elec­
trons) are labelled explicitly; the physical-state 
vectors are required to be eigenstates of certain 
"exchange operators" in order that they correspond 
to vectors in the conventional-state space having the 
correct symmetry properties under exchange of 
nuclei or electrons between different atoms. These 
exchange operators have a simple explicit repre­
sentation in terms of atomic annihilation and creation 
operators and numerical coefficients (exchange inte­
grals). In this formalism, all effects of the composite 
nature of the atoms are exactly contained in the 
interatomic interaction matrix elements, which de­
pend only upon the Coulomb interactions and the 

2 Throughout this paper we shall use the term "atom" 
in a very general sense, to mean any structured nonrelativ­
istic system composed of a small number of particles. Ex­
amples are real atoms or molecules and the electron-pair 
"quasibosons" of the theory of superconductivity. The terms 
"nucleus" and "electron" are, therefore, also to be interpreted 
in a general sense. 

1096 
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single-atom wavefunctions, and in the exchange inte­
grals, which involve only the single-atom wave­
functions. 

An elementary derivation of the atomic second­
quantization formalism is carried out in Sec. 2. 
In Sec. 3 an alternative derivation is carried out by 
a method originally devised by Dyson3 for the 
treatment of spin-wave interactions, in order to 
make contact with related work3

., and to clarify 
the significance of the exchange interactions. For 
purposes of illustration, the formalism is applied 
in Sec. 4 to systems of identical particles, by re­
garding pairs of particles as "quasiatoms." For the 
case of fermion pairs, the theory is compared with 
previous work of Blatt and Matsubara.' It is shown 
that the well-known results for the ideal Bose and 
Fermi gases are obtained with the new formalism 
involving pair annihilation and creation operators 
which satisfy Bose commutation relations regard­
less of whether the particles making up the pairs 
are bosons or fermions; Bose condensation of ideal 
fermion pairs, and more generally, multiple oc­
cupation of single-fermion states, is shown to be 
incompatible with the subsidiary condition. More 
generally, it is shown that even for a system of 
interacting fermions, complete Bose condensation of 
fermion pairs is incompatible with the exclusion 
principle for individual fermions; this has some 
bearing on the physical interpretation of the Bar­
deen-Cooper-8chriefIer theory of superconductivity. 

2. ELEMENTARY DERIVATION OF ATOMIC 
SECOND-QUANTIZATION FORMALISM 

Although our formalism is applicable to systems 
of arbitrary composite particles, we shall, for the 
sake of definiteness, consider in this section and 
the following one a system of identical atoms 
each containing one nucleus and l electrons. Let 
{~a(XXl .. , xz)} be a set of single-atom wave­
functions, orthonormal and complete in the sense 

J ~~(XXI ... XI)~P(XXl •.. Xl) dX dXI ... dxz = oa/l, 

L ~~(XXI '" xZ)~a(X'x~ ... xi) = (l!)-IO(X - X') 
a 

where Xj = (rjCJ'j) denotes both the position and spin­
z component of electron j, X the position of the 
nucleus and also its spin-z component in case its 
total spin is zero, J means an integration over 

3 F. J. Dyson, Phys. Rev. 102, 1217 (1956). 
4 J. M. Blatt and T. Matsubara, Progr. Theoret. Phys. 

(Kyoto) 20, 553 (1958), Sec. 4. 

positions and summation over spins, Oa/l is a Kro­
necker delta with respect to discrete and a Dirac 
delta function with respect to continuous quantum 
numbers, L .. is a sum over discrete and integral 
over continuous quantum numbers, and o(X - X') 
and o(x - x') are Dirac delta functions of position 
and Kronecker delta functions of spin. The form 
of the completeness relation takes into account the 
antisymmetry of the ~a in the electron variables; 
Lp, denotes a sum over all permutations P' of 
the primed variables, pep') being the parity of the 
permutation P'. 

A system of nuclei and electrons whose numbers 
are appropriate to an integral number n of such 
atoms has a wavefunction if; which can be expanded 
in terms of the single-atom wavefunctions as follows: 

",(Xl '" Xnx i ••• Xl n) = L CCal'" an) 

X ~".CXIXI ... Xz) ... ~".(XnXZn-I+l ... Xl n), (2) 

with coefficients 

X ",eXI ... X"XI ... xl,,)dX1 ••• dX"dxI ... dXI,,' (3) 

This does not in any way imply that '" necessarily 
represents a state in which the nuclei and electrons 
are actually bound into atoms, since the unbound 
(continuum) wavefunctions are included in the com­
plete set {~,,}. 

It might be thought that the usefulness of an ex­
pansion such as (2) would be spoiled because we 
have picked one particular assignment of nuclei 
and electrons to atoms, i.e., nucleus 1 and electrons 
1 ... l to atom 1, etc. This is, however, not the case; 
it follows from the antisymmetry of '" in the electron 
coordinates, and its symmetry or antisymmetry in 
the nuclear coordinates, that either all of the coeffi­
cients c remain unchanged or else all simultaneously 
change sign under a permutation of the assignment 
of nuclei and electrons to atoms, depending on the 
parity of the permutation with respect to fermion 
variables. By similar reasoning, one can show that for 
a given assignment [namely, that in (3)], c(al ... aft) 
is a symmetric or antisymmetric function of the ai, 
depending upon whether 2J + l is even or odd, 
where J is the nuclear spin. 

The function c(al ... an) may be thought of 
as a new wavefunction in which nuclear and elec­
tron variables no longer appear explicitly; every 
many-nucleus, many-electron wavefunction '" de-
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termines a many-atom wavefunction c according 
to (3). However, the converse is not true; there 
exist functions c(al ... a,,) whose correspondents 
",,(Xl ... X" Xl ... Xln) have the wrong symmetry 
properties under exchange of nuclei and/or elec­
trons between different atoms [with respect to the 
assignment in (2)], and hence cannot represent 
physical states of nuclei and electrons. It is there­
fore necessary to impose subsidiary conditions on 
the space of wavefunctions c(al ... an) in order 
that they all represent physically possible many­
atom states. One requires in the many-nucleus, 
many-electron state space 

1/t(XI .,. X •... Xl' ... Xnx i ••• XI,,) 

±I/t(XI ••• X" ... X •... X"XI ... x ln), 

(4) 

where 1 :::; p < q :::; n and the plus or minus sign 
is to be taken in the top equation depending on 
whether the nuclei obey Bose or Fermi statistics. 
In the second of Eqs. (4), the electron variables ex­
changed are the farthest-left ones in atoms p and q; 
since [by (2)] I/t is automatically antisymmetric 
under electron exchanges within each atom, this 
entails no loss of generality. Substituting (2) and 
using the orthonormality of the 'Pa, one finds that 
equivalent statements of (4), in terms of the many­
atom wavefunction c(al ... an), are 

X 'Pa(Xx:x2 ••• XI)'PP(X'XlX~ ... xD 
x dX dXl ... dXI dX' dx: .. , dxr. (6) 

The conditions (5) associated with different values 
of p and q are not independent; using the symmetry 
or antisymmetry of c(al ... an) in the a" it is easy 
to show that these conditions for one pair of values 
of p and q (e.g. p = 1, q = 2) imply the conditions 
for all other values of p and q. Rather than picking 
one particular pair of values, it is most convenient 
for the subsequent development to sum over all 
pairs (p, q) and hence to state the subsidiary condi­
tions (5) in the symmetrized form 

n 

.L: .L: (apa. I Inuc I am 
all p<q 

n 

.L: .L: (apa. IIeleol am 
afj p<q 

(7) 

The space of all n-atom wavefunctions c(al '" a,,) 
satisfying these subsidiary conditions is completely 
equivalent to the space of all n-nucleus, In-electron 
wavefunctions I/t(X I ••• X" Xl ... Xl,,) (with proper 
statistics) . 

The Schrodinger equation for if; is 

Hif; == [1; T(Xj) + ~ T(x i) + ~ V(XiXk) 

+ ~ V(xjx k ) + ~ ~ V(XiXk)]I/t = in aif;/at, (8) 

where the exchange operators Inuo and I elec for 
nuclei and electrons are defined in terms of their 
matrix elements, which are the nucleus and electron 
exchange integrals: 

where the single-particle operators T represent the 
nuclear and electron kinetic energies plus any ex­
ternal fields, and the two-particle operators V are 

(5) the nucleus-nucleus, electron-electron, and nucleus­
electron Coulomb interactions. This transforms into 
the representation in terms of the many-atom wave­
functions5 c(a, ... an) as 

(a"a. IInuol am == J 'P~.(XXI ... XI)'P~q(X'x{ ... xD 

x 'Pa(X'XI ... xI)'PP(Xxj ... xi) 

X dX dXI •.. dXI dX' dx: ... dx~, 

(H - ili a/at)c(al ... an) = 0, 

H = T + Vo + V', (9) 

where T, Vo, and V' are, respectively, the kinetic 

6 The dependence of C(O'I ••• O'n) on the time t is not indi­
cated explicitly, but is to be understood. 
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energy, internal potential energy, and interatomic 
interaction energy operators defined by 

n 

Tc(a, '" an) = L L (ap ITI a) 
a p=l 

n 

V'c(a, ... an) = L L (a"a. I VI a(3) 
afJ v<tl 

The single-atom and interatomic-interaction matrix 
elements are defined by 

x 'Pa(XX l ••• Xl) dX dx, ... dxl , 

(ap IVI a) = I 'Pt(XX1 ••• xl)[!l(l - 1) V(x,x2) 

+ lV(Xx')]'Pa(Xx l ••• Xl) dX dx, ... dXI, 

(apa. IVI a(3) = J 'P:.(XXI '" XI)CP:.(X'x{ '" xD 

X dX dx, ... dXI dX' dx{ '" dx~. (11) 

Equations (9)-(11) are derived by expanding the 
various quantities Tif; and Vif; in terms of the 'Pa, 
making use of the antisymmetry of these functions 
in the electron coordinates, and equating to zero the 
coefficients of like terms 'Pa," ·'Pa. in (H -iii a/at)if;. 
The expansions of the terms Vif; have different forms 
depending on whether the two arguments of V are 
in the same or different single-atom wavefunctions 
'Pa, giving rise to the terms Vo and V', respectively, 
inH. 

A quantized-field representation can now be intro­
duced by any of the usual methods used for systems 
of elementary particles. The Fock representation6 is 
most convenient for our purposes since it allows a 
unified treatment of the cases of discrete and con­
tinuous single-atom quantum numbers a. Thus we 
introduce state vectors of the form 

G V. Fock, Z. Physik 75, 622 (1932). 

Co 

c= (12) 

where Co is the vacuum amplitude, c, the one-atom 
amplitude, etc; the function c(a, ... an) in (9) and 
(10) is then to be interpreted as a special case in 
which c is a total-atom-number eigenstate with 
eigenvalue n, i.e., all rows of (12) are zero except 
for the nth, which is c(a, ... an). The inner product 
of two states of the form (12) is 

'" 
(e, e') = c~c6 + L L c~(a,··· a .. )c~(a, ... an). 

n"",l Qto •• a:. 

(13) 

The atomic annihilation and creation operators a,. 
and a; are defined by 

Co 

I (14) 

and 

Co 

o 

, (15) 

where Lp runs over all permutations P of the 
arguments al ... an, pep) being the parity of the 
permutation; the upper sign is to be taken for Bose 
statistics [2J + l even; see discussion following 
Eq. (3)], and the lower for Fermi statistics. These 
annihilation and creation operators satisfy "ele-
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mentary-particle" commutation or anticommutation 
relations 

Equations (12)-(16), as well as all subsequent equa­
tions, are valid for either discrete or continuous 
indices; in the continuum case L" is to be inter­
preted as J da, 0010 as a Dirac delta function o(a - {J), 
etc. 

A Hamiltonian of the form 

H = t H(a-p) + t H(a~q) (17) 
p~l p<. 

acting on wavefunctions of the form C(al ••• a .. ) 

is transformed to the quantized-field representation 
by the familiar formula 

H = L a;H(a)a" + ! L a;a;H(ap)apa". (18) 
all 

Comparing (17) with (9) and (10), one sees that, 
for our many-atom Hamiltonian, the single-atom 
and two-atom operators H(a) and H(af3) are inte­
gral operators whose action on arbitrary functions 
fa and fap of a and f3 are 

H(a)fa = L [(a IT/ f3) + (a IVI f3)Jfp. 
o (19) 

Hence (18) becomes 

H = T + Vo + V'. T = L (a IT! f3)a:ao, 
010 

Vo = L (a I VI f3)a:ap, (20) 
010 

where the matrix elements are defined by (11). It is 
clear on physical grounds that 

Ho == T + Vo (21) 

must describe a system of noninteracting atoms. 
In fact, 

(ex ITI (3) + (ex /VI (3) = E"oaP (22) 

is just the necessary and sufficient condition that 
the 'POI be single-atom energy eigenfunctions with 
eigenvalues E a; hence 

(23) 

Ho is the natural starting point for a perturbation 
treatment of a system of atoms. 

It is clear from a comparison of (7) with (10) 
and (20) that the nucleus and electron exchange 

operators 1nu. and 1.1e• are given in the quantized­
field representation by 

lnuo = ! L: (af3 IInu.1 'Yo)a:a;a,ay• 
afly' (24) 

with matrix elements given by the exchange inte­
grals (6); the subsidiary conditions (7) selecting the 
physical n-atom state vectors <I> are 

Inuo<l> = (-I/ J !n(n - 1)<1>, (25) 
1.1 •• <1> = -!n(n - 1)<1>, 

where J is the nuclear spin. It is readily verified 
with the aid of (6) that Inuo and 1.1• 0 are Hermitian, 
and thus may be regarded as observables whose 
eigenvalues for physical n-atom states are given by 
(25). It can furthermore be shown that they com­
mute with all observables,1 and therefore establish 
a superselection ruleS: There are no nonvanishing 
matrix elements of any observable connecting the 
subspace of physical n-atom states with unphysical 
subspaces. 

The zero-temperature n-atom problem is that of 
finding the simultaneous eigenstates of H, of the 
total atom-number operator 

(26) 

with eigenvalue n, and of Inu. and 1.1 •• with eigen­
values (_1)2J in (n - 1) and -in (n - 1), re­
spectively. In order to see how Inu. and 1.1 •• could 
be handled in a practical problem, and to clarify 
their relation to the intuitive picture of overlap 
forces, it is best to generalize at once to the non­
zero-temperature case, deriving the thermal-equilib-

7 It follows trivially from (24) that Inu. and I.tea com­
mute with the total atom-number operator N(Eq. (26»). To 
prove that it commutes with other observables, it is best 
to return to the representation in terms of many-nucleus, 
many-electron wave functions ",(Xt ... X"xt ... XI,,). 
According 1':<> (4), (5), and (7), Inuo and I.t •• are given in this 
representatIOn by 
Inuc",(X t ••• X"xl ••• Xln) 

= i 1/-{X 1 ••• Xp_IXqXHl 
p<a 
••. Xq_1XpXQ+l ••• X"xt ..• XI,,), 

I.l •• ift(X l '" X"xl ••• Xln) 

= t ",(Xl'" X"xl ... Xlp-lX/g_I+IXlp_I+2 
p< • 

• • • X lo-IX lp_I+IX /q-I+2 •• , x I"). 

Since Iuue and lei •• operate on different arguments, they 
commute with each other. It is furthermore clear that they 
commute with any operator which is a symmetric function 
of the X; and of the Xi. Since this is the case for any observ­
able, e.g., for the Hamiltonian (8), I nUe and I.leo commute 
with all observables. 

8 G. C. Wick, A. S. Wightman, and E. P. Wigner, Phys. 
Rev. 88, 101 (1952), 
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rium properties of the system from a suitable 
generalization of the usual grand partition function. 
Since the controllable9 constants of the motionlO 

are H, N, I nu., and I ole., the appropriate density 
operator is 

p = E-1 exp [-(3(H - JJ.N + 'YnuJnu. + 'Yolo.lole.)], 
(27) 

where E is the generalized grand partition function: 

E = Tr exp [-(3(H - p.N + 'Ynu.lnu. + 'Yolo.lolo.)]' 
(28) 

Here {3 = (KT)-l with K Boltzmann's constant and 
T the absolute temperature, JJ. is the atomic chemical 
potential, 'Ynu. and 'Yole. are Lagrange multipliers 
associated with the subsidiary conditions (25), and 
the trace is over the whole space of both physical 
and unphysical many-atom states generated from 
the vacuum by the atomic creation operators a:. 
The thermal average of any observable 0 is given by 

(0) = Tr (Op). (29) 

The parameters JJ., 'Ynue, and 'Yolo. are determined by 
the coupled equations 

-caw /af./.)I1,"lnu',"I.I •• 

(aw /a'Ynu.)I1,p, "1.1 .. 

(aW /a'Yole.)I1,P, "lnu. 

(N) = n, 

(Inu.) = (-1)2J!n(n - 1), 

(1010.) = - !n(n - 1), (30) 

where the subscripts denote, as usual, the quantities 
held constant in the differentiations, and W is the 
generalized thermodynamic potential related to E by 

(31) 

The density operator p describes an open system 
in which N, l nuc, and 1010 • undergo small fluctuations 
about their mean values specified by the right sides 
of Eqs. (30). The system is, however, "open" in 
a more general sense than the usual one, since the 
fluctuations of Inu. and 1.10., although partly due 
merely to the fluctuations of N, are also due partly 
to temporary excursions into the unphysical part 
of the many-atom state space. In analogy with the 
usual relationship between the canonical and grand 
canonical ensembles, one expects that the proba­
bility distributions of the eigenvalues of N, I DU., 
and 1010 • will be very sharply peaked about their 
mean values for large n, and in fact that the prop-

9 A, 1. Khinchin, Mathematical Foundations of Statistical 
Mechanics (Dover Publications, Inc" New York, 1949), p,51. 

10 In ~ome cases one would want to introduce additional 
commuting and controllable observables, e.g., the total linear 
momentum. The necessary modifications in such cases are 
obvious. 

erties of the system derived from (28) will agree 
in the limit [n ---+ co, 0 ---+ co, (n/O) ---+ const] with 
those that would be derived from a generalized 
canonical partition function tr e-{JH in which the 
trace is restricted to eigenstates of N with eigen­
value n which are also physical n-atom states, i.e., 
satisfy (25) as eigenvalue equations. In fact, it is 
shown in the Appendix that the eigenvalues of Inu. 
and 1010 • for n-atom states all lie on the interval 
[-!n (n - 1), +!n (n - 1)]; hence if the fluctua­
tions of N are negligible and the mean-value con­
ditions (30) are satisfied to leading order in n, then 
the fluctuations of each I will also be negligible, since 
this is the only way the mean value could lie on one 
end of the range of eigenvalues. 

The terms 'Ynu.lnue and 'YoloJ.lo. in (28) have the 
same general structure as the interatomic inter­
action V' [compare Eqs. (20) and (24)], This is the 
mathematical expression, for the many-atom prob­
lem, of the familiar picture of the strong short­
range interatomic repulsion as arising from overlap 
of electronic shells. One expects on physical grounds 
that, at low and moderate temperatures and pres­
sures, the nuclear exchange interaction will be neg­
ligible compared to the electron exchange inter­
action so that !'Ynu.! « !'YOlO.!, and furthermore that 
the electron exchange interaction, and hence 'Y.I •• , 
will be almost independent of temperature. At tem­
peratures and pressures high enough that inter­
penetration of atoms is probable, one expects that 
'Ynu. and 'Yolo. will be of the same order of magnitude 
and both will be temperature-dependent. 

We conclude this section by examining the nature 
of the coordinate-space interatomic interactions im­
plied by the structures of the Coulomb interatomic 
interaction Hamiltonian V' and the exchange inter­
atomic interaction "Hamiltonians" 'Ynu.lnu. and 
'Y.I.Jolo.' This is facilitated by introduction of 
annihilation and creation operators for localized 
atoms by a generalization of the usual procedure 
for elementary bosons or fermions. We denote by 
(ka) that particular single-atom index a which con­
sists of the center-of-mass translational wave vector 
k and the set a of all internal quantum numbers 
necessary to specify the atomic wavefunction in the 
center-of-mass system, and define 

(32) 

where 0 is the volume of the system; the allowed 
values of k are determined by periodic boundary 
conditions (all components of k are integral mUltiples 
of 211"0-t). Then it follows from (16) that 
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(tf a (r), tfp(r') 1. = [tf: (r), tfJ(r') 1. = 0, 

(tf a (r), tf;(r') 1. 
= 12-1 L eik'(r-r') OaP = oCr - r')OaP' (33) 

k 

These differ from the commutation relations for 
elementary bosons or fermions only in that a and i3 
contain other quantum numbers in addition to spins; 
thus the atoms behave in this representation like 
point particles with internal degrees of freedom. The 
inverse transformation to (32) is 

aka = 12-! J d3re- ik •r tfa(r). (34) 

Substitution into (20) gives 

V' = t 4:. J d3rl ••• d3r4VaPta(rl ••• r4) 

a~t· 

X tf: (rl) tfJ(r2) tfa(r4) tf t (r3), (35) 

with 

VaPta(rl .,. r4) = 12-2 L (kIa, k2i3 iVl k3'¥' k 4 5) 
k 1 ···k .. 

(36) 

Similarly, it follows from (24) that the exchange 
interactions 'YnuJnuc and 'YelecIelec are given by ex­
pressions differing from (35) only through replace­
ment of Va~ta byv~~"ta or v~~e;a, defined by replacing 
V in (36) by 'YnuJnue or 'YeleJel ... 

In the case of real atoms, the potentials V in (11) 
are Coulomb interactions; 

V(X;Xk) = (Ze)2/IR; - Rkl, 

V(XjXk) = e2/lr; - rkl, (37) 

V(XjXk) = -Ze2 /IRj - rkl· 

To simplify (35), we introduce the center-of-mass 
decomposition of the atomic wavefunctions; 

'Pka(XXI ... Xl) = 12-1eik'RcPa(XXl ... Xl), (38) 

where cPa is the wavefunction in the center-of-mass 
system; to avoid nonessential complications we 
neglect finite-nuclear-mass corrections and hence re­
place the center-of-mass position Re.m. by the 
nuclear position R in the translational wavefunction 
12-1e,k'R •. m •• A straightforward derivation making 
use of translational invariance of the cPa, complete­
ness of the exponentials, and the relation l = Z 
following from electrical neutrality gives 

V' = t a~8 J d3
rd

3
r'tf:(r)tfJ(r') 

X VaPta(r - r')if;a(r')if;t(r), (39) 

with 

VaPta(r - r') = (Ze)2 J cP~(XXl ... XI)cP~(X'x~ ... xD 

X (IR - R' + r - rTI + Ir - ri + r - rTl 

- IR - ri + r - r'l- l - Irl - R' + r - rTl) 

X cPt(Xx l '" xl)cPa(X'xi ... xDo(R)o(R') 

X dX dXl ••• dXI dX' dxi ... dxf. (40) 

Equation (39) has the same structure as the usual 
expression for the two-body interaction Hamiltonian 
in position space, except that because of the internal 
degrees of freedom of the atoms the usual inter­
action potential vCr - r') is replaced here by a 
potential matrix VaPta(r - r'), indexed by the initial 
and final internal quantum numbers of the pair of 
interacting atoms; the elements diagonal in these 
indices (those with '¥ = a and 5 = fj) describe 
elastic scattering whereas the off-diagonal elements 
describe inelastic scattering. The exact expression 
for V' including finite-nuclear-mass corrections dif­
fers only in that oCR) and oCR') in (40) are replaced 
by o(Re.m,} and o(R~.m,)' A similar derivation gives 
for the nuclear exchange interaction 

'YnuJ nue = t at:a J d3r d3r' tf: (r) tf;(r') 

X v~)Cta(r - r')tfa(r)if;t(r'), (41) 

with 

v~)"ti(r - r') = 'Ynue J cP~(XXl ... Xl) 

X cP~(X'xi ... xDcPi(X' + r' - r, Xl .•• Xl) 

X cPa(X + r - r', xi ... xi) oCR) oCR') 

X dX dX l '" dXI dX' dxi ... dxf, (42) 

where, e.g., X + r - r' is a symbolic expression for 
(R + r - r', 0') where X = (R, 0'), (T being the 
nuclear spin variable which is summed over as 
part of f dX. The electron-exchange interaction is 

'YelecIelee = t ~. J d3
r d3

r'if;:(r)tf;(r') 
a~t· 

with 

v~pe;a(r - r') = 'Yelee J cP~(XXI ... Xl) 

X cP~(X'xi ... xi)cPt(X, xi + r' - r, X2 •• , Xl) 

X cPa (X' , Xl + r - r', x~ ... xi) oCR) oCR') 

X dX dX l ••• dXI dX' dxi ... dx;. (44) 
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It is to be noted that the arguments of 1/I i and 1/13 
in (41) are interchanged relative to their order in 
(39), whereas they have the normal order in (43). 
If finite-nuclear-mass corrections are included then 
the nuclear and electron exchange interactions can 
no longer be exactly written in the forms (41) and 
(43), but have the more general structure of (35); 
nevertheless, V~1ii (r, ... r4) is sharply peaked about 
ra = r l and r4 = r2, and V~~e;i (rl r4) about 
ra = r2 and r4 = r l. 

The potential matrix Va~ii(r r') does not 
directly contain the contributions of dispersion 
forces such as the van der Waals interaction; in­
stead, as in more familiar formulations,l1 these arise 
from certain terms of second and higher order in 
V' in an evaluation of the energy. In order to make 
this point clearer let us consider the leading terms 
in a perturbation calculation of the ground-state 
energy. The unperturbed n-atom ground state can 
be written in the Bosel2 case as 

(45) 

where 10) is the vacuum [corresponding to a state 
vector c in (12) for which Co = 1 and all other Cj 

vanish], and a~ creates an atom in the single-atom 
ground state 11'0 (XXI ... Xl). It then follows from 
(39), (32), and (16) that the first-order perturba­
tion energy is just 

(cpo, V'cpo) = !n(n - 1) ~rl J voooo(r) dar, (46) 

the number of atomic pairs times the space-averaged 
static Coulomb interaction energy of one pair; this 
is a repulsive energy and does not contain any of 
the van der Waals interaction. In second order there 
are two types of excitation processes to be con­
sidered: the elastic processes in which two atoms 
in their ground states 11'0 interact and emerge with 
nonzero equal and opposite momenta ±k but still 
in their internal ground states, and the inelastic 
processes in which the atoms emerge not only with 
momenta ±k but also internally excited. The elastic 
processes give a correction to (46) which is of the 
same form as the second-order perturbation energy 
for a system of structureless particles, and need 
not be considered further here; the inelastic processes 
give the van der Waals interaction. Indeed, ex­
panding Va~OO in inverse powers of Ir - r'l, one finds 

11 See e.g., L. 1. Schiff, Quantum Mechanics (McGraw-Hill 
Book Company, Inc., New York, 19~9) pp .. 174 ff. . 

12 The calculations are more complIcated III the Fermi case, 
but the complications are associated with translational de­
grees of freedom, whereas the van der Waals interaction is 
associated with virtual excitation of internal degrees of 
freedom. 

( ') (Z)2 J _*_*{crl - R)·(r~ - R/) 
Va~OO r - r = e lI'all'~ Ir _ r/13 

_ 3 r(r - r/)·(r, - R)][(r - r/)·(r~ - R/)l} 
Ir - rT 

X iPoiPooo + ... , (47) 

where the integration variables and arguments of 
the iP and 0 functions are the same as in (40). The 
factor 

(Ze)2{(rl -I~)~ (~, 1;;- R') 

_ 3 [(r - r')· (r, - R) H(r, - r')· (rf - R/) l} 
!r - r 1

5 

is clearly the instantaneous dipole-dipole interaction 
taking into account the indistinguishability of all 
electrons in a given atom. The expression (47) 
vanishes identically unless iPa and iPP both have odd 
parity (we assume that iPo has even parity), in which 
case the corresponding contribution to the second­
order perturbation energy is nonzero, negative (by a 
general theorem on second-order perturbation con­
tributions), and varies like Ir - r'I- 6

, the usual 
van der Waals interaction. 

In a consistent calculation to a given order of 
perturbation theory, it would, of course, be necessary 
to consider (V' + 'YnuJnuc + 'YeleJelec) as the 
perturbation, rather than merely V', in order that 
the last two of Eqs. (30) be satisfied (to given order) 
by the perturbed state vector. Thus the exchange 
interactions also lead to dispersion forces. It follows 
from the general properties of bound-state wave­
functions that v~1oo(r - r') and v~l;oCo(r - r/) fall 
off exponentially for large Ir - r'l, and hence are 
negligible compared to the van der Waals inter­
action at large distances. In an actual calculation 
using the many-atom formalism of this paper one 
need not (and usually should not) make any explicit 
calculation of the dispersion forces, but in treating 
physical situations where dispersion forces are not 
negligible (e.g., liquid Re3 or Re4

), it would be 
important to include those terms in (V' + 'YnuJnu. + 
'YeleJel •• ) which are off-diagonal in the internal 
indices ex, S, 1, 5, or at least the matrix elements 
from the ground state to the first (internally) excited 
state. 

3. ALTERNATIVE DERIVATION BY DYSON'S METHOD 

In this section we shall give an alternative deriva­
tion of the atomic second-quantization formalism 
by a method analogous to that developed by Dyson3 

for treating the problem of spin-wave interactions, 
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subsequently adapted to the fermion-pair "quasi­
boson" problem by Blatt and Matsubara.' This 
alternative derivation is valuable both because it 
establishes contact with past work,3.4 and because 
it furnishes added insight into the significance of the 
exchange interactions 'YnuJnue and 'Yeleelel ... 

We begin by introducing the usual annihilation 
and creation operators 'I1(X) and 'I1t(X) for localized 
nuclei, and 'I1(x) and 'I1t(x) for localized electrons, 
which satisfy the commutation relations 

['I1(X)'I1(X') - (-1) 2i'l1(X')'I1(X)] = 0, 

['I1(X)'I1t (X') - (_1)2i'l1
t (X')'I1(X)] = o(X - X'), 

['I1(x) , 'I1(x')]+ = 0, ['I1(x) , 'I1
t
(x')]+ = o(x - x'), 

[w(X), 'I1(x)]_ = ['I1(X) , 'I1\x)]_ = 0, (48) 

and their Hermitian conjugates. The nucleus­
electron vacuum 10) is defined by 

(0 10) = 1, 'I1(X) 10) = 'I1(x) 10) = o. (49) 

The single-atom states lOa (XXI ... Xl) transform 
into this representation as state vectors la) of the 
form 

la) = A; /0), (50) 

where the physical atom creation operator A: is 
defined as 

A: == (l!ft J dX dXI '" dXI lOa(XXI ... Xl) 

X'I1\X)'I1\XI ) •• , 'I1\XI)' (51) 

The normalization constant (l!) -l is chosen so that 
the states /a) are properly orthonormal: 

(a / {3) = (0/ AaA; /0) = oaP, (52) 

the annihilation operators A a being defined as 
Aa == (A;)t; Eq. (52) is readily checked by evaluat­
ing the vacuum expectation value by Wick's 
theoreml3 and using the antisymmetry of the lOa 
in the electron variables. 

The natural definition of an atomic product state 
representing n noninteracting atoms is now 

ttl A a , ••• Aa. 0). (53) 

It is rather obvious (and will presently be proved) 
that the set of all such states spans the space of all 
n-nucleus, In-electron states.14 In fact, for n ;::: 2 
the set of all n-atom product states will tum out to 

13 A. ~ouriet and A. Kind, Helv. Phys. Acta 22, 319 (1949); 
G. C. WICk, Phys. Rev. 80, 268 (1950); F. J. Dyson, Phys. 
Rev. 82, 428 (1951). 

14 As always, the definition of completeness is not absolute, 
but relative to the boundary and regularity conditions. 

.. 

be redundant, i.e., overcomplete, and nonorthogonal. 
Although 

[Aa, Ap]. = [A:, A;]. = 0, (54) 

where the commutator or anticommutator is to be 
taken depending upon whether 2J + I is even or 
odd, the annihilation operators A a do not satisfy 
simple Bose or Fermi commutation relations with 
the creation operators A;; this is responsible for 
the nonorthogonality and overcompleteness of the 
atomic product states (53), and causes serious mathe­
matical difficulties in working with these states. The 
situation is very similar to that encountered in the 
theory of spin-wave interactions.3 There is an 
obvious physical definition of spin-wave creation 
operators, but the spin waves are not bosons and 
the spin-wave product states form a nonorthogonal 
and overcomplete set. Dyson solved the overcom­
pleteness problem by deriving an exact formula for 
the partition function as a sum over a nonorthogonal 
and overcomplete set. We shall proceed in a dif­
ferent fashion, by introducing subsidiary conditions 
which remove the redundancy, a method which is 
much simpler for our problem and also directly 
related to the derivation in Sec. 2. Dyson solved the 
problem of the complicated commutation relations 
by introducing an ideal state space, in one-one cor­
respondence with the space of physical product 
states, in which the commutation relations were of 
the simple Bose form, and in which all calculations 
could be performed once the formula transforming 
the Hamiltonian in the physical state space into 
that in the ideal state space was derived. In this we 
shall follow Dyson, introducing a space spanned by 
ideal atomic product states in which the ideal atomic 
annihilation and creation operators satisfy simple 
Bose or Fermi commutation relations. It will in 
fact tum out that this ideal state space is identical 
with that employed in Sec. 2. 

We start by showing that the set of all physical 
n-atom product states (53) is not a linearly inde­
pendent set, i.e. that there exist linear relations 
between these states; it will then follow from their 
sufficiency (which will be proved) for spanning the 
n-nucleus, In-electron space that they form an over­
complete set, since if they were merely complete 
they would be linearly independent. Consider a 
general linear combination cP of n-atom product 
states: 

cP = L: c(al'" an)A:, '" A:. 10), (55) 

where the coefficient function c is symmetric or anti­
symmetric depending upon whether 2J + 1 is even 
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or odd.16 We shall show that in general there exists 
another coefficient function d, with deal ... a,,) t= 
c(al ... a,,), leading to the same state 4>. We proceed 
by construction. Pick any pair (p, q) with 1 ~ p < 
q ~ n, write out the explicit expression for A:.A:. 
following from (51), and interchange the two nucleus 
creation operators; this gives 

A tAt = (_1)2J(l,)-1 
ap at . 

x J dX dXI ... dXI dX' dx: ... dxf <Pa.(XXI ... XI) 

X <Pa.(X'x: ... xD'l't(X'N'\x I ) ••• 'l'\XI) 

X'l'\XN'\xD ... 'l'\xD. (56) 

Next, use completeness of the <Pa (hence of the r,'-'!) 
to expand 

'l'\X')'l'\x l ) ••• 'l't(XI) 

= La <p!(X'XI ... XI) J <Pa(YYI ... yz) 

X 'l'\Y)'l'\YI) ... 'l'\YI) dY dYI ... dYI 

= (l!)-i La <p!(X'XI ... XI)A:, 

'l' \X)'l' \xD ... 'l' t (xD 

= (l!)-i LP <p~(Xx: ... xOA;. (57) 

Thus, by (6), 

A:.A:. = (_1)2J Lap (a{3IInuol a"a.)A:A;. (58) 

Finally, in the expression (55) for 4>, move A:. 
to the left until it is adjacent to A:., thus introducing 
a factor (±I)·-"-t, substitute (58), interchange the 
dummy indices (a{3) with (a"a.) , and move A:. 
back to its original position, thus canceling the 
factor (±I)·-"-I; this gives 

«I> = L d(al··· a,,)A: • ... A:. 10), (59) 

with 

d(al ... a,,) = (_1)2J Lap (apa.IInucl a(3) 

X c(al ... a,,_laap+1 ... aq-l{3aq +l ••• a,,). (60) 

Since d(al ... a,,) t= c(al ... a,,) in general, this 
shows immediately that the set of all n-atom product 
states (53) is not linearly independent,16 as is in 

'6 This symmetry or antisymmetry assumption is not 
essential since, because of (54), only the symmetric or anti­
symmetric part of e survives the summation. However, we 
shall assume symmetry or antisymmetry because this greatly 
simplifies the algebra. 

16 One has the dependence relation 
L [e(al· .. an) - deal •.. an)] 

a.-··a:" 
X A~ • ... A~.IO) = q; - q; = 0 

with e(al ... an) - d(al ... a,,) ;'"' O. 

fact already clear from (58). One can similarly show 
that 

with 

e(a, ... an) = - LaP (apa. II elec I a(3) 

and in general e(al ... an) t= c(al ... a,,). Other 
similar relationships, found by interchanging more 
than one pair of creation operators between A:. 
and A:. before expanding as in (57), or even by 
permuting creation operators between more than 
two A: operators, are not independent, since any 
permutation is a product of interchanges. 

For the special case of functions c(al ... a,,) 
satisfying the subsidiary conditions (5) [or equiva­
lently (7)], the above construction of linear relation­
ships between the atomic product states fails be-
cause the functions d(al ... a,,) and e(al ... a,,) 
turn out to be identically equal to c(al ... a,,). 
One may therefore anticipate that these subsidiary 
conditions may just suffice to remove the redundancy 
of the expansion coefficients in an expansion such as 
(55), but without destroying the completeness of 
the set of all such states for which the expansion 
coefficients satisfy the subsidiary conditions. We 
now prove this conjecture. We first prove com­
pleteness, i.e. that any n-nucleus, In-electron state 
«I> has an expansion of the form (55) with a coefficient 
function c(al ... a,,) satisfying the subsidiary con­
ditions (7). One knows that anyn-nucleus, In­
electron state can be expanded in the form 

«I> = J dXI ... dX"dxI ... dXI" 1/;(XI ..• XnXI ... XI,,) 

X 'l'\X1) ••• 'l'\Xn)'l'\xl ) ... 'l'\XI") 10), (63) 

where 1/; is the SchrOdinger wave function. But if 
{<Pa} is any complete set of one-atom wavefunctions 
satisfying the same boundary and regularity condi­
tions as 1/;, then 1/; can be expanded in terms of prod­
ucts of the <Pa according to (2), with coefficients 
c(al ... a,,) given by (3). SUbstituting (2) into 
(63), making an appropriate permutation of the Ij/t 

operators, and using (51), one obtains precisely (55) 
apart from an additional factor (l!) in and a possible 
overall minus sign; these factors can be absorbed 
by renormalization of c(al ... an). It is a trivial 
exercise to verify that the resultant c(al ... a,,) 
satisfies the subsidiary conditions (7), which were 
in fact originally derived from (4) and (2). Finally, 
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we prove uniqueness, i.e. that for given <I> there 
exists only one coefficient function c(al ... an) 
satisfying both (7) and (55). We proceed in the 
standard fashion for uniqueness proofs, except for 
the complications entailed by the lack of inde­
pendence of the states (53). Thus we suppose (7) 
and (55) to be satisfied by both c(al ... an) and 
c'(al ... a,,), and let .:l(al ... an) be the difference 
between c and c'. Then .:l satisfies (7), and further­
more, 

L: .:l(al··· an)A:, ... A:. 10) = 0; (64) 

we shall show that then .:l(al ... an) == 0, i.e. 
c(al ... a,.) == c'(al ... an). Insert (51) into (64); 
this gives 

J dXI ... dXndxI ... dXln [a,~a • .:l(al ... an) 

X IPa,(XIXI ... Xl) ... IPa.(XnXln-I+1 ... Xln)] 

X'l1\XI) ... 'l1\Xn)'l1\XI) ... 'l1\Xln) 10) = O. (65) 

It then follows by multiplication by 

and use of Wick's theorem, that 

by the introduction of precisely the same subsidiary 
conditions (7) as were introduced in Sec. 2 for the 
purpose of ensuring the proper statistics under ex­
change of nuclei and electrons between different 
atoms; this is no accident, since the redundancy 
results precisely from the possibility of such ex­
changes. 

In order to solve the problem of the complicated 
commutation relations between the A a and the A;, 
we define, in analogy with Dyson's spin-wave treat­
ment,a an ideal-atom state space Xideal' We first 
define ideal-atom annihilation and creation opera­
tors aa and a: by their commutation relations 

faa, ap]. = [a:, a;]. = 0; 

together with the condition 

aa 10) = 0; (69) 

where 10) is the (normalized) ideal-atom vacuum 
state; commutators or anticommutators are to be 
taken in (68) according to whether the A: commute 
or anticommute, i.e., according to whether 2J + l 
is even or odd. Denote by X the physical many­
atom state space consisting of the union, as n runs 
from zero to infinity, of all the n-nucleus, In-electron 
spaces. Any state <I> in X can be represented in 
the form 

." 

(65) <I> = L: L: cn(al'" an) A :, ... A:. 10), (70) 

where S antisymmetrizes its operand with respect 
to permutations of the Xj and symmetrizes or anti­
symmetrizes it with respect to permutations of the 
Xj, depending upon the nuclear statistics. But it 
follows from the fact that .:l satisfies (5) [or (7)] 
that the operand of S is already properly sym­
metrized and antisymmetrized; indeed, Eqs. (5) were 
derived as the necessary and sufficient conditions 
that an expansion of the form (2) be properly sym­
metric and antisymmetric under exchange of nuclei 
and electrons between atoms (symmetry and anti­
symmetry under exchanges within an atom is, of 
course, automatic). Hence (65) reduces simply to 

L: .:l(al··· an)IPa,(XIXI ... Xl) ... 

It then follows from (1) that 

.:l(al ... an) == 0, (67) 

the desired result. 
In summary: the problem of the redundancy of 

the physical atomic product states (53) is solved 

n""'O ell·· oa" 

with coefficient functions Cn which are made unique 
by imposition of the subsidiary conditions (7). Given 
any <1>, we define its correspondent <l>ideal by 

." 

<l>id.al = L: L: cn(al'" a,,)a:, ... a:. 10), (71) 
n-O Cli°··a,. 

with the same coefficient functions Cn, and define 
the ideal-atom space Xi deal to be the setl7 of all 
such states <l>id.al as <I> runs over all of X. This 
establishes a one-one correspondence X ~ Xideal' 

The subsidiary conditions are essential here, since 
without them one state in X would have many 
images in Xideal due to the fact that the expansion 
(70) is only made unique by imposition of the 
subsidiary conditions; thus Xidcal is not the space 
of all linear combinations of ideal-atom product 
states a:, ... a:. 10). Indeed, the ideal-atom product 
states themselves are not contained in X id •• 1 (except 

17 That Xid.al i~ a -yector space, a~~ not merely a set, 
follows from the lInearity of the subSidiary conditions (7) 
which implies that any linear combination of states of th~ 
form (71), with en's satisfying the subsidiary conditions, is 
also a state of the same type. 
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in special casesl8
) for n ~ 2. In this respect, our 

treatment differs from that of Dyson. Nevertheless, 
in actual calculations it is convenient, and usually 
essential, to consider initially the whole state space 
generated unrestrictedly from 10) by the a:, only 
imposing the subsidiary conditions in the sense of 
(30) Of to a given order of perturbation theory. 

The correspondence between operators 0 on 3C 
and those Oideal on 3Cid ... 1 is determined by expressing 
Oill in the form (70), using (71), and identifying the 
result as some operator Oideal acting on iIl id •• J • The 
procedure to be followed for any observable is 
illustrated by the case of the Hamiltonian H, which 
is expressed in terms of nucleus and electron creation 
and annihilation operators as 

H = T + V, 

T = J dX w\X)T(X)w(X) + J dx wt(x)T(x)w(x) , 

V = ~ J dX dX' w\X)w\X') V(XX')w(X')w(X) 

+ ~ J dx dx' wt(x)wt(x') V(xx')w(x')w(x) 

+ J dX dx w\X)w\x) V(Xx)w(x)w(X) , (72) 

where the single-particle operators T and two­
partiele operators V are the same as in (8). Since H 
conserves both electron and nucleus numbers, it is 
sufficient (because of linearity) to obtain an expres­
sion for Hill, with ill given by (55), as a state of the 
same type as ill. One can furthermore first consider 
the operation of H on a single typical atomic 
product state (53). Expressing HA:, ... A:. in 
normally-ordered form with the aid of Wick's 
theoreml3 and noting that w(X) and w(x) anni­
hilate the vacuum, one obtains an expression for 
HA:, ... A:. 10) involving only creation operators 
'l1t acting on the vacuum; upon expressing these in 
terms of the A: with the aid of (1), one obtains 
the desired expansion of HA:, ... A:. 10) in terms 
of atomic product states, which can finally be sub­
stituted in to Hill. 

Consider first the single-particle part, T, or H. 
Contracting annihilation operators in T with creation 
operators in A:, ... A:. according to Wick's 
theorem, one finds by (72), (51), and the anti­
symmetry and symmetry of the 'Pa that 

18 E.g., for a system of ("elementary") identical non­
interacting bosons with periodic boundary conditions, the 
states (aot)nIO) satisfy the subsidiary condition for arbitrary 
n if one considers "atoms" consisting of two (noninteracting) 
bosons, since the ground state <po(XX') is then just the con­
stant 0-1 where 0 is the quantization volume. 

+ (terms with 'l1 operators on the right), (73) 

where 

M a = (l!)-i J dX dX l ••• dXl 

X 'l1
t
(X)w

t
(x1)[T(X) + IT(Xl)] 

X 'Pa(XX l ••• XI)Wt(XZ) ... W\XI)' (74) 

Expanding [T(X) + IT(x1)]'Pa(XXl ... XI) in terms 
of the 'P/l(XXl ... XI) and using (51), one finds 

M a = L/l (fj ITI a)A~, (75) 

where (fj ITI a) is defined by (11); hence, 

TA:, ... A:. 10) = La t (a ITI ap)A: • ... A:._. 
p~l 

(76) 

Consider next the two-particle part, V, of H. 
There are two different types of terms arising when 
one makes contractions of V with A: . .. At. 
The first type arise from contractions ~f both a';;­
nihilation operators w in a product wtq, t w'l7 with 
creation operators \]!t in the same A: operator, and 
the second from contractions which couple two At 
operators, i.e. in which the two w operators are con­
tracted with wt operators in different A t operators. 
The first type can be handled by a derivation com­
pletely parallel to that of (76); the second type is 
more complicated, but reducible by an obvious 
generalization of the simpler derivation. We give 
only the result: 

VA: • ... A:. 10) = (Vo + V')A: • ... A:. 10), 

VoA:, ... A:. 10) = La i: (a IV! ap)A:. 
p=l 

V' A: • ... A:. 10) = Lall i: (afj IVI a.a.)A:. 
p<. 

where the matrix elements are given by (11). Sub­
stituting (76) and (77) into (55), one finds 

Hill = L [Hc(al'" an)JA:, ... A:. 10), 

Hc(al ... an) == Tc(al ... an) 

+ VoC(al ... an) + V'c(al ... an), (78) 
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where T, Vo, and V' are defined as operators on the 
coefficients e by (10). Because of (58), there are many 
different expansions of HA~, '" A~~ 10) in terms 
of the A~" ... A~ •. 10), the particular expansions 
(76) and (77) being distinguished only by their 
simplicity. Nevertheless, it follows from the sub­
sidiary conditions (7) on e that He is the unique 
coefficient function for H <P satisfying the subsidiary 
conditions [see discussion following Eq. (25)]. Since 
(78) holds for all n, one has then, by (71), 

Hideal<Pideal = f [Hen{a! ... a .. )]a~ • •.. a~ .. 10). (79) 
.. -0 

If one now asks what operator Hideal, expressed as 
an explicit function of the a", and a: operators, 
leads to (79) with the expressions (10) for Te, Voe, 
and V'c, one finds precisely the expression (20) of 
Sec. 2. One can similarly show that the subsidiary 
conditions can be expressed in X id• al in the form 
(25) with the exchange operators given by (24). 
Finally, the total atom number operator19 

in X transforms into X ide• 1 as La a:a"" the same 
expression as given in Sec. 2 [Eq. (26)]. Because of 
the linear independence (in fact, orthogonality) of 
the ideal atomic product states a~. ... a~. 10), 
these operators in X,de"l are uniquely determined by 
their correspondents in X; the subsidiary conditions 
on c(al ... an) are essential for this uniqueness. 

If L is any observable, then the eigenvalue 
equation 

L<p = >,4> (81) 

in X transforms into X ideal as 

(82) 

where <Plde,,1 and L lde• I are the unique images in 
X1de• I of the state <P and operator L in X, determined 
by the above procedures. In order to verify (82), 
we write (81) in the form 
1""", 
L L [LcnCa!' .. an) 
n-O 4\*"-a:. 

- AenCal ... a .. )]A~ • ... A:. 10) = 0, (83) 

where L is defined as an operator on e by equations 
analogous to (78) and (10). Since en satisfies the 
subsidiary conditions, so does Lc" - A [see discussion 

19 The correctness of this expression can be inferred from 
the fact that each atom contains one nucleus and I electrons, 
or more precisely, from the fact that 3C is the union of all 
n-nucleus, In-electron spaces for n from zero to infinity; the 
two given expressions for N are equal on this space 3C. 

following Eq. (25)]. It then follows from (64)-(67) 
that 

hence 
'" L L [Lc,,(al'" an) 

n-O al .. ··an 

- Ac,,(al '" an)]a~ • ... a~" 10) = 0, (85) 

where the zero on the right side is, or course, the 
null vector in Xideal; Eq. (85) is equivalent to (82). 
Again, the subsidiary conditions on c are quite 
essential for the validity of (82); without them (84) 
would not be a necessary consequence of (83). 

In summary: the formalism of this section, based 
on an analogy with Dyson's treatment of spin-wave 
interactions, turns out to be completely equivalent 
to the less abstract formalism of Sec. 2. The sub­
sidiary conditions (7) [or, as an eigenvalue equation 
in Xid •• t, (25)J, which were invoked in Sec. 2 to 
ensure that an expansion such as (2) have the 
correct symmetry properties under exchange of 
nuclei and electrons between different atoms, appear 
here in a new guise, as the necessary and sufficient 
conditions for a unique expansion (55) of a state of 
X in terms of the overcomplete set of atomic product 
states (53). This is necessary for a unique tran­
scription of states and operators into X lde• l , hence 
for a correct transcription of eigenvalue equations. 
The identity of the subsidiary conditions in Sec. 2 
and in this section results from the fact that the 
redundancy of the physical atomic product states 
(53) is a direct result of the possibility of exchange 
of electrons and nuclei between different atoms. 

4. APPLICATION TO SYSTEMS OF IDENTICAL 
PARTICLES 

In this section we shall apply the general formalism 
to systems of identical particles, considering "atoms" 
composed of two identical particles. In addition to 
providing an illustration of the general formalism, 
this will enable us to make contact with related 
work of Blatt and Matsubara' and to obtain new 
results concerning Bose condensation of fermion 
pairs in a superconductor. 

We consider a system of identical particles de­
scribed in the usual second-quantization formalism 
by a Hamiltonian of the form 

H = Lk E(k)b:bk 

+ ! LWk"k'" v(kk'k"klll)b!b!.bk ,,,b1c ,, , (86) 

where bk and bZ create particles in the single-particle 
states labeled by k, which will usually denote 
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momentum in the Bose case or momentum and spin 
in the Fermi case, although we are not restricted 
to that particular choice of single-particle states. 
The interaction v is completely general except for the 
hermiticity and symmetry requirements 

v*(kk'k"k''') = v(k"k"'kk'), 

v(kk'k"k''') =±v(k'kk"k"') = ±v(kk'k"'k") , (87) 

the upper or lower sign being taken depending upon 
whether the individual particles are bosons or fer­
mions. The "atomic" second-quantization formalism 
can be introduced by either the method of Sec. 2 
or that of Sec. 3; we choose the more elementary 
and transparent method of Sec. 2. In order to apply 
this method one must first express H in a 2n-particle 
momentum- (and spin-) space representation. Given 
any 2n-particle state eI> in the quantized-field repre­
sentation, the corresponding 2n-particle momentum 
wavefunction ~(kl ... k2,.) is defined by the ex­
pansion 

eI> = [(2n)W! L ~(kl'" k,.)b:,··· b: .. 10). (88) 
k 1 •• ·k •• 

Operating on this equation with (86) and using 
Wick's theorem,13 one finds that H is defined as an 
operator on wavefunctions ~ by 

2,. 

H ~(kl ... k2n) = L e(k;) t/;(k l .,. k2 .. ) 

i-I 

2 .. 

+ Lw L v(kik,kk') 
i<l 

X ~(kl ... k i- 1kk i+l ••• k l _ 1k'k l +1 ••• k2")' (89) 

We next introduce any complete orthonormal set 
of two-particle momentum wavefunctions CPa(kk') 
with the proper statistics, i.e. CPa(k'k) = ±CPa(kk'), 
and.expand ~ in terms of them: 

~(kl '" k2n) L c(al'" an)CPa,(k1k2) 

X CPa.(k3kJ '" CPa.(k2n-lk2n)' (90) 

The problem is now to transform to a second­
quantization representation in terms of pair anni­
hilation and creation operators aa, a: satisfying 
Bose statistics: 

t t t] ) [aa, ap] = [aa, ali] = 0, [aa, ap = 8a~. (91 

The derivation proceeds exactly as in Sec. 2, by first 
expressing H as an operator on the wavefunctions 
c(al .. , a,.) by expanding (89) in terms of the CPa, 
and then introducing second quantization in the 
usual way. The final expression for the Hamiltonian 
is of the form (20) with 

(a ITI f3) = 2 Lk,k. CP~(klk2)e(kl)cpp(klk2), 

(a IVI f3) = Lk,k. Lk,'k.· CP~(klk2)v(klk2k~kDcpp(k~k~), 

(af3 Who) 
= 4 Lk,k. Lk,'k •• Lk."k." CP~(klk2)CP~(k~k~) 

X V(klk~k~'k~')cp.,(k~'k2)CPa(k~'k~). (92) 

The subsidiary condition analogous to (25) imposed 
on every allowable n-pair state eI> is 

leI> = ±!n(n - 1)eI>, (93) 

where the plus or minus sign is taken depending on 
whether the particles described by (86) are bosons 
or fermions, and where the exchange operator I is 

I = ! LaP., a (af3 II I 'Y 8)a:a;aaa." (94) 

with 

(af3 II I 'Y 8) Lktk. Lk,'k •• CP~(klk2)CP~(k~k~) 

X cp.,(k:k2)CPa(klk~). (95) 

A second-quantization formalism for fermion pairs 
has been derived previously, using Dyson's method 
of the ideal state space, by Blatt and Matsubara.4 

However, these authors did not specify any definite 
choice singling out one of the many different ex­
pansions of a given many-fermion state in terms 
of the redundant set of fermion-pair product states 
(see Sec. 3), i.e. they did not impose any subsidiary 
condition. As a result, their definition (4.10) of 
operators in the ideal state space is ambiguous. 
Dyson3 avoids the corresponding difficulty of the 
redundancy of physical spin-wave product states 
by using a formula for the partition function which 
takes the redundancy into account, and an explicit 
construction of the Hamiltonian in the ideal spin­
wave space which singles out one (no doubt the 
simplest) of the many possible images of the physical 
Hamiltonian. The problem of redundancy is solved 
in our treatment by the subsidiary condition (93), 
which, had we used the method of Sec. 3, would be 
the condition making the correspondence between 
states and operators in the physical and ideal state 
spaces one-one. In the method of Sec. 2 the sub­
sidiary condition merely ensures that the wave­
function t/;(k1 ••• k 2,,) [Eq. (90)] be symmetric or 
antisymmetric under particle exchanges between dif­
ferent pair wavefunctions CPa, but, as shown in Sec. 3, 
this is equivalent to the more abstract interpretation 
of Sec. 3. 

The simplest possible illustrations of the general 
formalism are given by the ideal Bose and Fermi 
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gases, for which v == 0 in (86). The many-pair 
Hamiltonian is then simply 

In the Bose case the single-particle variables k are 
to be interpreted as momenta k quantized according 
to periodic boundary conditions, i.e. all components 
integral multiples of 21rn- i where n is the volume 
of the system. The non interacting pair wavefunctions 
tpa(kk') in this case are simply 

tpqq,(kk') = [2(1 + Oqq,)ri(OkqOk'q' + Okq'Ok'q), (97) 

where the two-particle quantum numbers a are 
pairs (qq') of single-particle momenta; note that 
the states tpqq' and tpq'q are identical, so that care 
must be taken in sums over a, {3, etc. to avoid over­
counting. One finds 

(qlqZ ITI qiq~) = [e(ql) + e(q2)] 

X [(1 + oq,q,)(1 + Oq"II,,)r1 

so that (96) becomes simply 

H = L(q,q,) [e(ql) + e(q2)]a:,q,aq,q, (99) 

where 

L(q,II,) f(qlq2) == ! L~,q, f(qlq2) + Lq, f(qtql), 

(100) 

f being any symmetric function of ql and q~. Simi­
larly, one finds for (93) 

I = t L(q,II,) L(II"q,,) [~~ ! :::~:)~il: o::::::~T 
(101) 

The n-pair ground state of the Hamiltonian (99) is 
clearly 

(102) 

since the aqq , and a!q' operators satisfy Bose sta­
tistics (91); we are assuming that e(q) is a minimum 
for q = 0, as is the case for free particles with 
e( q) = liV 12m. In order that <Po be an acceptable 
many-atom state it must satisfy the subsidiary con­
dition (93) (with the plus sign). When I acts on <Po, 
one or the other of the two annihilation operators 
commutes through (a6oY' and annihilates the vacuum 
unless ql = q2 = qi = q~ = O. Thus one has simply 

(103) 

the desired result; here NOD = a~oaoo, the zero­
momentum-pair occupation number operator. The 
ground-state energy is clearly 2nE(0), the well-known 
result for an ideal Bose gas of 2n particles (n pairs). 
On the other hand, the excited independent-pair 
product states do not in general20 satisfy the sub­
sidiary condition, although they are eigenstates of H. 
In order to satisfy the subsidiary condition for 
excited states one would have to form appropriate 
linear combinations of degenerate states21 by con­
sidering, along with a given independent-pair state, 
all other states formed by interchanging particles 
(indices q or q' of a!a' operators) between different 
pairs. It is clear from (101) that I acting on such a 
linear combination gives another linear combination 
of the same type; the coefficients are to be chosen so 
that one in fact obtains an eigenstate of I with 
eigenvalue in(n - 1). 

Consider next the ideal Fermi gas. The single­
particle variables k in (92) and (95) are then to be 
interpreted as both momenta and spins, i.e. k = 

(k, u). The pair wave functions tp,,(kk') are 

(104) 

where each q index also denotes both a momentum 
and a spin. Equation (99) is essentially unchanged; 
one has 

H = L(q,q,) [e(ql) + E(qZ)]a!,q,aa,o" (105) 

where (qlq2) denotes an ordered pair with ql ;06 q2. 
Actual calculations are simplified if one writes 

'"' _ 1 ,"" L ... dll(l/) - "2 L.Jqq', (106) 

and interprets22 

(107) 

since tpqq' is antisymmetric in q and q'. The analogue 
of (101) is then 

Since the aqa , and a!a' operators satisfy Bose com­
mutation relations, the n-pair ground state of H 

20 An exception occurs for the states 
<PqO [en - 1)!]-l(aoot )n-1aq ot [0) 

with q ~ 0, which do satisfy the subsidiary condition. 
21 E.g., neither (aoot)n-1aqq-tIO) nor (aoot)n-2aqota 'otjO) 

satisfies the subsidiary condition, but one can form a ~inear 
combination of these two degenerate states which does 
satisfy the subsidiary condition. 

22 A useful corollary of (107) is that a •• = O. 
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is that rn which all n pairs are Bose-condensed into 
the lowest pair state 

'Po(kk') = T'DkoDk'o(D!1D!,! - 15 0 )15"1), (109) 

in which the fermions both have momentum zero, 
but opposite spins. Denoting the corresponding pair 
creation operator by a~, one sees that the n-pair 
ground state of H is 

(n !r!(a~r 10). (110) 

But, in contradistinction to the case of the ideal 
Bose gas, (110) is not an allowable state of the ideal 
Fermi gas, because it does not satisfy the subsidiary 
condition (93) (with the minus sign) .23 Of course, 
we know that the correct ground state <Po must, 
in fact, be the usual one in which each allowed 
momentum site within the Fermi sphere contains 
only two fermions of opposite spin (we assume that 
each fermion has total spin t). However, before 
application of the subsidiary condition, there is a 
spurious degeneracy associated with the many dif­
ferent ways of pairing the particles within the Fermi 
sphere. This degeneracy is removed by the sub­
sidiary condition; in order to obtain an eigenstate 
of I one has to form a linear combination of states 
with all possible pairings. Let us define the Fermi 
sphere SF to be the set of all k = (k, (]") for which k 
is an allowed (by periodic boundary conditions) 
momentum satisfying Ikl < kF • For given kF' this 
determines n, the number of allowed momentum 
sites within the Fermi sphere.24 Denoting the 2n k 
values contained in SF, ordered in some arbitrary 
but well-defined way, by kl '" k2n , we then define 

<Po = [(2n) Wi Lp (-IY(P) 

t t t 
X Pak,k,ak,k • ... ak,,,_,k,. 10), (111) 

where Lp is a sum over all permutations P of 
kl ... k2n , pep) being the parity of P. Since the 
state (111) is completely antisymmetric in kl ... k2n , 

and the subsidiary condition (93) (with the minus 
sign) is equivalent to such complete antisymmetry, 
it is clear that (111) must be an eigenstate of I 
with eigenvalue - tn (n - 1); this can be verified 

23 In fact, it is not difficult to show with the aid of (106)­
(108), or directly from (94) and (95), that the state (110) is 
an eigenstate of [ with eigenvalue + ~n(n - 1). This is less 
than the eigenvalue + !n(n - 1) for the ideal Bose gas 
because of the partial antisymmetry implied by (107). 

:u This procedure ensures that the ground state be non­
degenerate. On the other hand, for given n there does not 
always exist a kF for which there are exactly n allowed mo­
menta with Ikl < k F ; in such a case there is a real degeneracy 
of the ground state with respect to the spins and angular 
coordinates of the holes just under the surface of the Fermi 
13ea. We wish to avoid the irrelevant complications of such 
a degeneracy. 

directly from (106)-(108).25 It can furthermore be 
shown that (111) is the lowest such state; any state 
lower than (111) must have multiple occupation of 
some of the allowed k values within SF, and hence 
cannot be completely antisymmetrized as would be 
necessary to obtain an I eigenvalue of -tn (n - 1). 
The excited states can be treated in a similar fashion; 
again, the subsidiary condition is completely equi­
valent to the Pauli exclusion principle, although 
multiple occupation would be allowed by the Bose 
commutation relations of the a!k' operators if the 
subsidiary condition were not imposed. The com­
binatorial problems associated with an exact evalua­
tion of the generalized grand partition function 

A = Tr exp [-(3(H - J.LN + 'YI)] (112) 

[cf. (28)] to leading order in g are forbiddingly dif­
ficult for either the ideal Fermi or Bose gas, but on 
the basis of the general discussion following (31), 
such an evaluation should lead to the usual thermo­
dynamic functions. This difficulty is somewhat 
academic, since as soon as a real interaction V' is 
present in H, it is necessary to introduce approxi­
mations, which should also be applicable to the 
exchange interaction 'YI. The treatment of the sub­
sidiary condition with the aid of (112) and the 
analogue of (30) will then be justified for a given 
system and given approximation method if one can 
show that the fractional fluctuations of N and I 
vanish in the limit n --7 ex> when calculated to the 
given approximation. 

The analysis of the previous paragraph shows 
that Bose condensation of fermion pairs is forbidden 
by the subsidiary condition in the case of the ideal 
Fermi gas, in spite of the fact that the pair anni­
hilation and creation operators akk' and a!k' satisfy 
Bose commutation relations. What about an in­
teracting Fermi gas? It has long been suspected that 
superconductivity is related to Bose condensation 

2Ii Using (106)-(108), the Bose commutation relations for 
the akk' and akk' t operators, and akk' 10) = 0, one can show that 
[ak, k, t '" ak,._, k,.tIO) = t LT' Tak, k, t ••. ak,._, k'l tlO) 
where L T' is a sum over all interchanges T of two k inaices 
on different at operators. The same relationship is valid if an 
arbitrary permutation is first applied to the k; on both sides. 
But it follows from a standard argument of group theory 
that, for fixed T, the mapping P -+ TP is a one-one mapping 
of the set of all P onto itself. Furthermore, the parity of TP 
is the opposite of that of P, for any interchange T; hence, 
Lp (-l)p(P)P = - Lp (-I)p(P)TP. Finally, T2 = 1 for 
any interchange T. Thus, 
[<Po = H(2n)!]-'LT' T Lp (-l)P(P)Pak, k, t ... ak,._, k,. t 10) 

= -i[(2n)!]-'LT' Lp (-l)P(P)Pak,k,t ... ak,._,k,.tIO) 
= -tp(n)<po, 

where pen) is the number of different interchanges of two 
k indices on different at operators. One can readily show 
that pen) = 2n(n - 1); hence /<po = -!n(n - l)<Po, the 
desired result. 
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of electron pairs,26.27 and a detailed mathematical 
theory which incorporates such a condensation has 
been developed by Schafroth, Butler, Blatt, and 
Matsubara.28.4.29 Furthermore, Blatt has given a 
simple qualitative argumeneo to the effect that Fermi 
statistics not only do not interfere with Bose con­
densation of fermion pairs, but actually aid it. These 
conclusions are, however, open to doubt. Finally, 
Blatt's qualitative argument30 cannot be generally 
true, since it takes no account of interactions and 
hence should apply to an ideal Fermi gas, in contra­
diction with the fact that free fermion pairs do not 
condense. We shall therefore re-examine here the 
question of Bose condensation of fermion pairs for 
an interacting system; our approach will be to try 
to establish conditions under which such a con­
densation is ot is not compatible with the sub­
sidiary condition, i.e. with the exclusion principle. 

Consider a two-fermion wavefunction !Po (kk') 
which is arbitrary except for the requirement that 
it is normalized, antisymmetric in k and k', and an 
eigenstate of total linear momentum and total B •. 
The latter requirement implies that 

(113) 

where q == (q, 0'); the normalization and antisym­
metry requirements are then 

(114) 

The 2n-fermion state in which all n fermion pairs 
are Bose-condensed into the state !Po is then (110), 
where a~ is the creation operator for the state !Po; 

the other !Pa necessary to complete the formalism 
are also arbitrary, except for the requirement that 
the set composed of !Po plus all !Pa with a ~ 0 must 
be complete and orthonormal. But it is clear from 
(94) and (95) that the state (110) will be an eigen­
state of I if and only if 

(a{3 III 00) = oaOo~O (00 III 00), (115) 

in which case the eigenvalue of I will be in (n - 1) 
X (00 11100). But by (95) and (113), 

(00 11100) = Lk Igo(k)1 4 > O. (116) 

Hence a state of the form (110) can never satisfy 
the subsidiary condition (93) (with the minus sign). 

'8 v. L. Ginzburg, Usp. Fiz. Nauk. 48, 25 (1952). 
n M. R. Schafroth, Phys. Rev. 96, 1442 (1954). 
'8 M. R. Schafroth, S. T. Butler, and J. M. Blatt, Helv. 

Phys. Acta 30, 93 (1957). 
Sg T. Matsubara and J. M. Blatt, Progr. Theoret. Phys. 

(Kyoto) 23, 451 (1960); J. M. Blatt, J. Australian Math. Soc. 
1, 465 (1960); J. M. Blatt (to be published); T. Matsubara 
and C. J. Thompson (to be published). 

80 J. M. Blatt, Progr. Theoret. Phys. (Kyoto) 27, 1137 
(1962). 

This shows that complete Bose condensation into 
any momentum- and spin-conserving two-particle 
state !Po is prevented by the exclusion principle. 

This result bears directly on the physical inter­
pretation of the BCS theory.31 The BCS variational 
trial state can be written in the form32 

'lr = {II [(1 - hk)t + h~]b~lb~kdl 10), (117) 
kES 

where s is the shella1 

Ep - Iiw < E(k) < Ep + Iiw; (118) 

hk ( =h-k = M) is the solution of the BCS integral 
equation, which satisfies 

hk = 1, E(k) < Ep - 1u.J, 

o < hk < 1, k E S, 

hk = 0, E(k) > Ep + Iiw; (119) 

the b:. are defined by 

b:. == Ck., E(k) < Ep - 1u.J, 
t E(k) > Ep - Iiw, (120) == Ck., 

with Cka and c: a the electron annihilation and 
creation operators, and 10) in (117) is the vacuum 
of the redefined Fermi operators bk a, b~a. The 2n­
electron projection of (117) is32 .33 

'lrBCS = const {L [hk/(1 - hk)]!b:lb~kd" 10). (121) 
kES 

Defining34 

A~ == e L [hk/(1 - hk ) Jib: 1 b~k I, 
kES 

e = [L hk/(I - hk)f!, (122) 
kES 

one can write (121) in the form 

'lrBC s = const (A~r 10). (123) 

Blatt32 interprets this as a state in which all elec­
trons in the shell S are Bose-condensed into the same 
pair state, but this interpretation is untenable. In 
the first place, Ao and A~ do not satisfy the Bose 
commutation relation, so that (123) does not 
directly imply Bose condensation. Furthermore, even 
after passing to the ideal state space in which the 
pair annihilation and creation operators aa, a: do 
satisfy Bose commutation relations, if one simply 

31 J. Bardeen, L. N. Cooper, and J. R. Schriefi'er, Phys. 
Rev. 108, 1175 (1957). 

as J. M. Blatt, Progr. Theoret. Phys. (Kyoto) 23, 447 
(1960). 

33 Note that 2n is not the total number of electrons but 
rather the number in the shell S. 

34 The normalization constant e is chosen 80 that 
(OIAoAotIO) = 1 [ef. (52)]. 
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replaces A~ by a~ [and 10) by the ideal vacuum 10)], 
one obtains a state of the form (110)35 which, accord­
ing to the previous paragraph, cannot satisfy the 
subsidiary condition (93).36 One can project out a 
state which does satisfy the subsidiary condition 
with the aid of the projection operator 

(124) 

but since 1 [Eq. (94)] involves not only ao and a~ 
but annihilation and creation operators for a whole 
complete set of pair states, it is certainly not true 
that the projected state has complete Bose condensa­
tion into the pair state I{!o. Following Blatt, one can 
regard the BOS ground state as exhibiting complete 
condensation of a certain type, called "Schafroth 
condensation" by Blatt for historical reasons, but 
our analysis shows that complete Schafroth con­
densation is not the same as complete Bose condensa­
tion. It is, however, plausible that there can be 
partial Bose condensation into a bound pair state 
I{!o such as that of the BOS theory, and that the 
condensed fraction will approach unity as the density 
approaches zero. This is best investigated by trans­
forming the BOS Hamiltonian into the electron­
pair-boson representation with the aid of (92) and 
then examining the structure of its ground state 
(more exactly, that of H + '"11) in this representa­
tion. It would take us too far afield to do this here; 
we hope to present such an analysis in a later 
publication. 

Another type of application which we do not have 
space to discuss here is the treatment of systems of 
identical particles with interactions containing a 
hard core. We wish only to point out the following: 
If the wavefunction if!(r1 ••• r2 .. ) of a system of 2n 
identical particles is expanded in terms of two­
particle wavefunctions I{!",(rr') according to (90) 
(with k's replaced by r's) and if each I{!", vanishes 
for Ir - r'l ::::; a (one could, e.g., choose the com­
plete set of solutions of the two-body hard-sphere 
problem), then clearly if!(r1 ••• r2n) will vanish 
whenever Ir\ - r21 ::::; a or Ir3 - rtl ::::; a .... But 
if the coefficient function c(a\ ... an) satisfies the 
subsidiary condition, or equivalently if the state 
vector <I> satisfies the subsidiary condition (93), then 
if! will be completely symmetric or antisymmetric 
in r 1 ••• r 2n, so that if! will also vanish when any 

36 The corresponding pair state 'PIl is 
'PO(k<T, k'u') = 2- i e( 0'10"1- 0'10"1) ok"_k[hk/(l-hk)]i 
for k and k' in the shell S, and vanishes outside S. 

36 In the terminology of Sec. 3, the coefficient function 
c(al ... an) = 0",0 •.. oano does not satisfy the subsidiary 
condition. . 

two arguments are closer than a. In this way, the 
problem of making if! vanish when hard cores over­
lap is replaced by that of making <I> satisfy the 
subsidiary condition ensuring Bose or Fermi sta­
tistics. This problem is still nontrivial, but it may 
well be simpler than that of avoiding hard-core 
energy divergences. 
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APPENDIX. EIGENVALUE SPECTRA OF THE 
EXCHANGE OPERATORS 

The analysis is simplest if we return to the 
Schr6dinger representation. The variables which are 
not permuted need not be indicated explicitly; thus 
one has [cf. (4) and (7)] 

I = t I pa , 

p<a 

where I is either I Duo or I ele., and YI .,. Y .. are 
either XI '" X" or X\XI+l ••• XI .. _I+I. Since any 
permutation can be written as a product of inter­
changes, the problem of the possible behaviors of if! 
when acted upon by the interchanges 1 po, and hence 
by their sum I, is closely related to the well-known 
problem of the possible symmetry classes of the 
group of all permutations of n objects. The solution 
of this problem can be expressed in terms of Young 
diagrams and their associated Young symmetry 
operators37; the set of all irreducible representations 
of the permutation group is in one-one correspond­
ence with the set of all Young diagrams, which in 
turn is in one-one correspondence with the set 
of all partitions of n of the form n 1 + n2 + .. , = n, 
where the n; are positive integers satisfying n 1 ;:::: 

n2 ;:::: .... The Young symmetry operator 8(:0) 
associated with a given Young diagram :0 sym­
metrizes if! with respect to the arguments lying in 
each row of :0, and antisymmetrizes it with respect 

37 See, e.g., H. Weyl, The Theory of Groups and Quantum 
Mechanics (Dover Publications, Inc., New York, 1950), pp. 
358 ff. 
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to the variables in each column; the functions 
8(;D)1/I and 8('£/)1/1 are orthogonal for ;n ~ ;n' 
because they have different symmetry.37 We shall 
now prove that S(;n)1/; is an eigenstate of I with 
an eigenvalue l(;n) given by 

l(;n) = !nl(nl - 1) + !n2(n2 - 1) 

+ ... - !n~(n~ - 1) - !n't(n't - 1) - ... , (A2) 

where the nj are the lengths of the rows of ;n and 
the n~ are the lengths of its columns. We first write 
the symmetry operator in the form3s 

(A3) 

where the summation runs over all permutations of 
the n arguments of 1/1. The coefficients c(P) are 
defined as follows: If P can be factored in the form 
P = CR, where R permutes the arguments in each 
row of :D among themselves and C similarly per­
mutes the arguments in each column, then this 
factorization is unique,38 and we define c(P) = ± 1 
depending upon whether the column permutation 
C is even or odd; if P cannot be so factored, then 
c(P) is defined to be zero. Let us examine the 
products Iv_S(;n). Each Iv_ is itself a permutation 
(a single interchange), and so Ip.P is another P; 
furthermore, by a standard argument of group 
theory, the mapping P ---t IpqP is one-one, i.e. it 
permutes the set {P}. Hence (A3) can be written 

(A4) 

Then, since l!q = 1, one has 
n 

IS(;n) = L Ip.S(;n) = Lp d(P)P, (A5) 
p<. 

with 
n 

d(P) = L c(IP.P). (A6) 
p<-

According to a theorem of W eyl, 39 it would follow 

n 

d(PR) = L c(IpqPR). (A9) 
v<. 

By definition c(Iv.PR) vanishes unless there exists 
a (unique) factorization 

(AlO) 

in which case c(Ip.PR) = ±I according to whether 
C is even or odd. But (AlO) can be written 

Ip.P = CR'R-1 
= CR", (All) 

since the inverse of a row permutation is also a row 
permutation; hence 

(AI2) 

The first of Eqs. (A7) then follows from (A6) and 
(A9). To prove the second of Eqs. (A7) , we note 
first that a permutation C which permutes argu­
ments in the same column of ;n permutes arguments 
in the same row of the dual diagram ;n* (that dif­
fering from ;n by interchange of rows with columns); 
it should therefore be possible to derive the second 
(A7) by applying the first (A7) to the dual diagram. 
Denoting quantities pertaining to ;n* by stars, one 
has by the first (A7), together with (A6) and (A9) , 

n 

d*(P-'R*) = L c*(Ip.P-'R*) 
p<. 

n 

L c*(IpaP-') = d*(P-l). (AI3) 
p<. 

(AI4) 

Hence, since r;;.1 = I pQ , 

n 

L (-Iy(lp,P-'R*)c«R*)-'PIv.) 
v<q 

n 

L (-ly(IpqP-')c(P/
PQ

)' (A15) 
p<a 

from the relationships But 

d(PR) = d(P), 

where Rand C are any permutations of the types 
defined after (A3) and pcP) is the parity of P, that (_1)"u"P-'J 

= -(-Iy(P-'\-ly(R*), 

(_l)"(1p,)( -1)p(I'-') 

d(P) = Z('J)c(P), (AS) 

where l('J) is some numerical coefficient; it would 
then follow that S('J)1/; is an eigenstate of I with 
eigenvalue l(:D). In order to prove the first of Eqs. 
(A7), we first write, by (A6), 

38 Reference 37, p. 36l. 
39 Theorem (14.2) of reference 37. 

= -(-IY(P-'). (AI 6) 

Canceling the constant factor - (-l)p(P-') from 
both sides of (A15), one has then 

n n 

(_ly(R*) L c«R*)-IPlp.) = L c(P/pa). (AI7) 
v< q p< q 

40 Reference 37, p. 368. 
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But R* permutes rows of :0*, hence columns of :0, 
so one can give (R*)-l the new name G. Then, 
since p(G-I) = p(G), 

n 

(_I?(C) Lc(Plp.). (AI8) 
p<. 

Now 

But for any P, the transformation Ip. -7 Plp.P- 1 

is a one-one mapping of the set {Ip.1 onto itself. 
Hence 

n n 

L c(IP.GP) = (_I),,(C) L c(IpaP) , (A20) 
p<q p<o 

although, in general, the individual (pq) terms on 
the left and the right sides of (A20) are not equal 
(those on the right are a permutation of those on 
the left). The second of Eqs. (A7) then follows from 
(A20) and the definition (A6). This completes the 
proof of (A7), and hence of (A8). 
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It then follows from (A5) and (A8), that 

IS(:O)if; = l(:O)S(:o) if; , (A21) 

i.e. that S(:O)if; is an eigenstate of I with eigenvalue 
l(:o). To obtain the explicit expression for I(:o), 
we note that c(1) = 1 where 1 is the identity per­
mutation; hence by (A8) and (A6), 

n 

l(:O) = d(l) = L c(IP.)· (A22) 
p<. 

Now it follows from the definition of c that c(Ipo) 
vanishes unless yp and y. are in the same row or the 
the same column of :0, in which cases it is + 1 or 
-1, respectively; Eq. (A2) then follows immediately. 
Finally, since any if; can be written as a linear com­
bination of the states S(:O)if; with all Young dia­
grams :0, Eq. (A2) gives all eigenvalues of [ for 
n-variable functions if;(YI ... y,,), and hence all 
eigenvalues of Inue and I elee for n-atom states 
if;(XI ... Xn x, ... Xl..)' It follows from (A2) that the 
spectra of [nue and I elee for such states are discrete 
and lie on the interval [-tn(n - 1), +!n(n - 1)]. 
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In this paper we show that the Poisson transformation of finite sums of the form 
N 
L F (cos 27rj/N) cos 27rjn/N 
i-I 

generally leads to a quickly convergent sum for problems of physical interest. Examples related to 
molecular orbital theory and lattice dynamics are discussed. 

T HERE are many problems in chemical physics 
in which sums of the form 

venient transformation of the sum in Eq. (1) which 
allows one to estimate correction terms for large N. 

As a more concrete motivation for the theory 
S~n) = - L F cos ~ cos 7rJn , 1 N [ 2'J 2' 

N i-i N N (1) that follows, we cite two problems in which sums of 
the form given in Eq. (1) arise. In a study of bond 
alternation in long polyenes, Salem obtains sums 
of the form 

or the generalization to a multiple sum, form a 
central role. In many instances N is so large that 
the approximation of the sum by an integral is 
sufficiently accurate. However, there are problems 
in which N is of the order of 20 or 30, making it 
awkward to work with the sum of Eq. (1) directly, 
and the limit N = 00 is not sufficiently accurate. 
It is the purpose of this paper to indicate a con-

* This research was supported in part by the United States 
Office of Naval Research under grant Nonr 595(17). 

1 
S2n+l(h) = 2n + 1 

~ cos [27rhjj(2n + 1)] 
X i~n {1 + 2t 2 cos [27rj/(2n + 1)] + t4}t, (2) 

which is evaluated to lowest order in tZ.1 Similar 

, L. Salem, Proc. Cambridge Phil. Soc. 57, 353 (1961). 
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sums arise in many calculations which use molecular If cyclic boundary conditions are assumed, the 
orbital theory as a starting point. Another applica- Green's function for a three-dimensional simple 
tion of the present work is to the calculation of cubic lattice with nearest-neighbor interactions 
Green's functions for problems in lattice dynamics. only, is2 

The method which we propose to elaborate is a 
form of the Poisson transformation, and is related 
to a technique exploited by Salem, although he did 
not take full advantage of it. Let us suppose that 
the function F(cos 8) has a convergent Fourier 
expansion which can be written 

sum we need the Fourier coefficients 

(3) 

(8) 

'" 
F(cos e) = ~o + ~ an cos ne, 

where 

(4) where P~i(x) is a generalized Legendre function of 
the first kind. Hence the formal expression for 
S2,,+1 (h) is 

l1Z~ an = - F(cos 8) cos ne de, 
11" 0 

(5) 

and that when this is substituted into Eq. (1) the + (1 .:1 t4)t [~ r(jN +1 h + !) p~+h(~ ~ ::) 
summations over j and n can be interchanged. This 
will be the case, for example, when Ln an is uniformly 
and absolutely convergent; a condition usually ful­
filled in sums arising from physical problems. Then 
the expression for SN(r) is 

1 ~ [aD ~ 211"jnJ 211"jr 
SN(r) = N f:t 2" + ~ an cos N cos N 

1 '" 1 '" 
= 2- L ar+iN + 2- L ajN-r 

i-O i=l 
(6) 

1 '" 
= 2- .L aliN+rl' ,_-co 

Thus the finite sum SN(r) is converted into an in­
finite sum of Fourier coefficients. While this may not 
seem to be helpful, it must be remembered that 
Fourier coefficients decrease with increasing index, 
by virtue of the Riemann-Lebesgue lemma, and 
the convergence of the resulting series can be quite 
rapid. In many cases it is sufficient to approximate 
SN(r) by the lowest-order terms 

+ ~ 1 piN-h(1 + t4)J f:r rUN - h +!) -i 1 - t4 
• 

(9) 

The first term can be transformed, by means of 
the identitl 

p_! (cosh Tf) = [2/11" cosh (h)]K(tanh h), (10) 

to 

(11) 

where K(x) is a complete elliptic integral of the first 
kind. Other terms in the series can be written as 
linear combinations of complete elliptic integrals. 
However, they are usually negligible since for large 
N the asymptotic estimate3 

piN+h(1 + t4) 
-1 1 _ t4 

1 2<iN+hJ[ o( 1 )] 
= (jN + h)! t 1 + jN + h + 1 

is valid. 

(12) 

(7) In many cases the summations indicated in Eq. (1) 

The term ar is just the approximation of the sum 
by an integral, and !aN-r is the first correction term. 

As a first example of our technique, let us evaluate 
Salem's sum in Eq. (2). In order to evaluate the 

2 A. A. Maradudin, E. W. Montroll, and G. H. Weiss, 
Lattice Dynamics in the Harmonic Approximation, (Academic 
Press Inc., New York, 1963). 

8 A. Erdelyi, et al., Higher Transcendental Functions 
(McGraw-Hill Book Company, Inc., New York, 1953), Vol. II. 
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can be carried out in closed form. Consider the one­
dimensional Green's function 

(n' cosh ) = 1.. ~ cos (27rjn/N) . 
g, cP N f=t cosh cp + cos (27rj/N) (13) 

The Fourier coefficients are 

ai = 2(-I)ie-ilq>i/sinh Icpl. (14) 

Hence, after some algebra we find 

_ (-It cosh (iN - n) Icpl (15) 
g(n, cosh cp) - 'nh I I 'nh IN I I S1 cp S1 2 cp 

for N even, and 

_ (-1)" sinh (iN - n) Icpl (16) 
g(n, cosh cp) - 'nh I I 'nh IN I I S1 cp S1 2 cp 

for N odd. Any sum which can be put into the form 

g(n; cosh 1fJl, cosh CP2, ••• cosh CPk) 

= 1.. ± k cos (27rjn/N) (17) 
N ;-1 II"'.I [cosh cp", + cos (27rj!N)] 

n' cos = l ~ cos (27rjn! N) 
g(, cp) N f::t cos cp + cos (27rj/N) (18) 

can be evaluated by a similar technique (provided 
that cp is chosen so that the denominator doesn't 
vanish) by considering the function g(nj cos cp + ie), 
The Fourier coefficients of the latter function are 
defined, in contrast to those of the function in Eq. 
(18), In the final result, the limit e ~ 0 is to be taken; 
all of this is equivalent to taking the principal values 
of the Fourier coefficients. 

An interesting example is provided by an expres­
sion derived by Mazur and Montroll for the momen­
tum autocorrelation function for a mass in a mono­
tonic lattice.4 This expression is 

pet) = 2N ~ 1 }';N cos ("'Lt sin 2N7r~ 1)' (19) 

By a slight modification of our technique, and by 
using the formula 

., 
cos (x sin 0) = Jo(x) + 2 :E J .. (x) cos nO, (20) 

can be evaluated in a similar manner by expanding .. -1 

the demoninator into partial fractions. The sum we find that Eq. (19) can be transformed to 

(t) = J ( t) + _1_ ~ {I + 2 cos [tn7r(N + 1)!(2N + 1)] sin [Nn7r!(4N + 2)]}J ( t) 
p 0 "'L N + i f:::. sin [n7r!(4N + 2)] n\"'L • 

(21) 

In the limit of N ~ 00, pet) is approximated by 
JO("'Lt) which tends to zero as t ~ 00. It is clear, 
however, from Eq. (19) that pet) is an almost periodic 
function. An idea of the approximation involved 
can be gained by examining the sum which appears 
in Eq. (21). The coefficients of J"("'Lt) vanish with 
(2N + 1)-1 for all values of n except for those in 
which the sine term in the denominator vanishes. 
For this case we must have 

The extension of the present method to higher 
dimensions is straightforward. Suppose that the sum 
of interest is 

n7r!(4N + 2) = k7r, k = 1,2, ... , (22) d F ( () an cos 1, cos Ok) has the Fourier repre-
and the term in brackets becomes 2N + 1. There- sentation 
fore, excepting terms which are O(N-I), we have '" ., 
the approximation F( cos 01 , ••• , cos ()k) = L:... :E An, ... ... ~ 

'" 
pet) = JO("'Lt) + 2 :E J 2(2N+l);("'Lt). (23) 

i-I 

Thus we see that the approximation pet) = JO("'Lt) 
will generally be valid for "'Lt « 2(2N + 1); other­
wise, other terms from the series become significant. 
These results can also be obtained by physical argu­
ments, but the present discussion provides a quanti­
tative estimate of deviations from the integral ap­
proximation. 

'1-1-0 1'U:"'"O 

(25) 

where 
2.-

An' .... , ....... =;; f··· J F(cos 01 , cos ()z, ... cos Ok) 

x COS nlOI ••• COS nk{)k dOl ... dOg, (26) 
----

4 P. Mazur and E. W. Montroll, J. Math. Phys. 1, 70 
(1960). 



                                                                                                                                    

1118 P. B. ABRAHAM AND G. H. WEISS 

and p is the number of indices (nl, .,. nk) which 
are equal to zero. Then a rearrangement of summa­
tion's yields an alternate expression for SN(rl , ••• rk) 
as 

Using these results we see that the finite sum of 
Eq. (3) can be transformed into an infinite sum in­
volving the integrals 

2 .. 

Tables of these integrals are available for the case 
al = a2, aa/al = 1, 2, 4, 8, and 16, and z/a2 = 

(2 + a3/a2){3, where {3-1 = 0.0 (.01) 1.00.5 The 
first approximation to the sum in Eq. (3) is just 
the value of the integral approximation to the 
Green's function. Further correction terms can be 
derived from larger N by using the asymptotic 
evaluation5 

2 .. 

'\ ff.'r cosn]OI cosn2 02 cosna03 dO] dOz dOa 

11: J z + a] cos 01 + al cos O2 + aa COS 03 
o 

'" 4 aa e __ 
( )

! -AR 

al R' 
(29) 

where 

(30) 

Generally only one of the A's need be evaluated as a 
triple integral, and the remaining terms can be ap­
proximated as in Eq. (29). 

Finally, we mention some generalizations. The 
present method is clearly not restricted to functions 
of the form F (cos 0), but any summation of the form 

(32) 

can be transformed to an infinite, but sometimes 
more rapidly convergent, series by calculating the 
Fourier coefficients of F(O) and using Eq. (6). Also, 
anite products of the form 

(33) 

can be calculated by taking logarithms, and there­
after following the steps just outlined. Further, more 
general forms of Poisson summation can be employed 
to generate identies such as those we have employed 
for Fourier-series representations. As an example, 
let {~n(X)} be an orthonormal sequence of functions, 
and let F(x) be expressible as 

F(x) = 2: an~n(x). (34) 
n-O 

If we assume that the an are such as to permit free 
interchanges of orders of summation, and that the 
sums 

(35) 

are known, then we can formally write 

(36) 

An almost trivial example of this is provided by 
We therefore see that corrections to the integral Tschebycheff polynomials. If F(x) can be expanded 
approximation to the three-dimensional discrete as 
Green's function fall off better than exponentially 
with increasing N. Thus an approximate expression 
for g(nl' n2, na; z) is 

+ A N - n •• N-n, .n, + A N - n •• N-n, .N-n.). (31) 

• A. A. Maradudin, E. W. MontroII, G. H. Weiss, 
R. Herman, and H. W. Milnes, Mem. Acad. Roy. Belg. 14, 
7 (1960). 

F(x) (37) 

then 

lOON 27rjn 00 

= N 2: an 2: cos -N = 2: aiN' 
n=O i-I i=O 

(38) 

No detailed calculations have been undertaken with 
this formula. 
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